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ABSTRACT 
 

While the NMT system operates conventional techniques such as rule-based machine translation and statistical machine 

translation, manual human translation still falls short. Our two NMT systems, RNN sequence-to-sequence and transformer-

based models, are used in this paper for English-to-Hindi translation, and are compared to the current MT output for BLEU 

score. It outperforms current performance systems. However, a thorough review of the translations projected shows that in 

instances when an unknown word is recognised, blank lines emerge in the output and the source phrase is translated in a number 

of ways, our NMT systems need to be improved. In addition, the finding of the effect of the bi-gram model on the Hindi translation 

and relation between comparable Indian languages provides a new research route for direct translation between couples of 

similar languages. It may be possible to circumvent the limitation of available parallel data in low-resource languages by using 

linguistic similarities to get accurate results. With English to Hindi, an LSTM-based care mechanism enhances the MT output 

of the GRU-based NMT system. We also evaluated MT output performance in the Indian language, Hindi, using the BLEU-1, 

BLEU-2, and BLEU3 scores. For an Indian language like Hindi, it has been pointed out that it is not sufficient to assess on the 

basis of the BLEU1 score, as in prior research. In any configuration of NMT systems, the average BLEU score obtained is close 

to the matching bi-gram BLEU score.  
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1. INTRODUCTION 
MT can be used as a great tool and when it is best to rely on “human” translators, then there is an insider’s view of the difference. 

Machine translation systems are such applications or online services that use machine-learning techniques to translate into large 

amounts of text and in their supported languages. The service translates a “source” text from a language into a different “target” 

language. Although the concept is relatively simple to use machine translation techniques and interfaces, science and technologies 

are extremely complex behind it, and especially deep learning (artificial intelligence), large data, linguistics, cloud computing, and 

web API. Translation of text by a computer that does not have any human involvement. In the 1950s, the Pioneer, Machine 

Translation can be referred to as automatic translation, automatic or instant translation [1,5,46,47]. 

 

1.1 How Machine Translation works? 

Generic MT mostly is referring to platforms such as Google Translate, Bing, Yandex, and Naver. These platforms provide MTs for 

advertising to millions of people. Companies can buy generic MTs for batch pre-translation and can connect to their system via 

APIs. Customizable MT refers to MT software that contains a basic component and can be trained to improve vocabulary accuracy 

in a chosen domain (medical, legal, IP, or company’s own preferred terminology). For example, the WIPO specialist MT engine 

has translated the patent more accurately than the normalized MT engine, and the solution of eBay can understand and present 

hundreds of compressions used in electronic commerce. Adaptive MT suggests translators as they type in their CAT-tools, and learn 

from their inputs continuously in real-time. It is believed that in 2016 by the Lilt and by SDL, the adaptive MT translator is believed 

to be making significant improvements in productivity and can challenge future translation memory technology. There are more 

than 100 providers of MT technologies. Some of them are strictly MT developers, other translation firms and IT veterans [46]. 

 

1.2 Statistical VS Rule-Based Machine Translation 

Statistical machine translation uses a statistical translation model whose parameters come from the analysis of monolingual and 

bilingual corporation. Creating a statistical translation model is a quick process, but technology relies heavily on the existing 
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multilingual corporation. For a specific domain, at least 2 million words and even more common is necessary for the general 

language. Theoretically, it is possible to reach quality limits, but most companies do not have such a large amount of existing 

multilingual corporation to make the necessary translation models. In addition, the statistical machine translation CPU is intensive 

and requires a comprehensive hardware configuration to run the translation model for the average performance level. Rule-based 

MT provides good quality of domain and nature is approximate. The dictionary-based customization guarantee guarantees quality 

and compliance with corporate vocabulary. But there may be a lack of expectation of the flow candidates in the translation results. 

In terms of investment, the adaptation cycle necessary to reach quality limits can be long and costly. Performance is also high on 

standard hardware [46,47, 52]. 

 

1.3 Neural Machine Translation  

Neural Machine Translation is a machine translation approach that applies a large artificial neural network toward predicting the 

likelihood of a sequence of words, often in the form of whole sentences. Unlike statistical machine translation, which consumes 

more memory and time, neural machine translation, NMT, trains its parts end-to-end to maximize performance. NMT systems are 

quickly moving to the forefront of machine translation, recently outcompeting traditional forms of translation systems 

[9.10,11,12,13]. 

 

Continuous improvements in translations are important. However, performance improvements have plateaued with SMT technology 

since mid-2010. Taking advantage of the scale and power of Microsoft’s AI supercomputers, especially the Microsoft Cognitive 

Toolkit, Microsoft Translator now provides neural networks (LSTM) based translation that enables a new decade of improved 

translation quality. These neural network models are available for all spoken languages through a text API using the Microsoft 

Speech and using the ‘normal’ category id. Neural network translations are fundamentally different from traditional SMT [13,26]. 

The following animation shows different phases neural network translations to translate a sentence. Due to this approach, the 

translation will take in the context of the complete sentence, versus only a few words sliding windows that use SMT technology 

will produce more fluid and human translated translations. Based on neural-network training, each word represents its unique 

characteristics within a special language pair (such as English and Chinese) with 500-dimension vector. Depending on the language 

pairs used for training, the nervous network itself will define what the dimension should be. They can encode simple concepts like 

gender (feminine, masculine, neutral), humility level (slang, casual, written, formal, etc.), the type of word (verb, noun, etc.), but 

any other non-obvious Features such as training data are taken from [20,28,29,36,46,]. 

 

1.4 How does Neural Machine Translation work? 

As referenced above, unlike traditional methods of machine translation that involve separately engineered components, NMT works 

cohesively to maximize its performance. Additionally, NMT employs the use of vector representations for words and internal state. 

This means that words are transcribed into a vector defined by a unique magnitude and direction. Compared to phrase-based models, 

this framework is much simpler. Rather than separate component like the language model and translation model, NMT uses a single 

sequence model that produces one word at a time [21,22,31]. 

 

 
Figure 1: NMT Working [47] 

 

The NMT uses a bidirectional recurrent neural network, also called an encoder, to process a source sentence into vectors for a 

second recurrent neural network, called the decoder, to predict words in the target language. This process, while differing from 

phrase-based models in method, prove to be comparable in speed and accuracy. 

 

2. RELATED WORK 
ing Zhai et al. in [2] have proposed several typologies to characterize the different translation processes. However, to the best of our 

knowledge, there has not been effort to automatically classify these fine-grained translation processes. Recently, an English-French 

parallel corpus of TED Talks has been manually annotated with translation process categories, along with established annotation 

guidelines. Based on these annotated examples, we propose an automatic classification of translation processes at sub sentential 

level. Experimental results show that the designers can distinguish non-literal translation from literal translation with an accuracy 

of 87.09%, and 55.20% for classifying among five non-literal translation processes. This work demonstrates that it is possible to 

automatically classify translation processes. Even with a small number of annotated examples, our experiments show the directions 

that we can follow in future work. One of the long-term objectives is leveraging this automatic classification to better control 

paraphrase extraction from bilingual parallel corpora. 

 

Ankush Garg and Mayank Agarwal [5] proposed numerous methods in the past which either aim at improving the quality of the 

translations generated by them, or study the robustness of these systems by measuring their performance on many different 
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languages. In this literature review, discuss statistical approaches (in particular word-based and phrase-based) and neural approaches 

which have gained widespread prominence owing to their state-of-the-art results across multiple major languages. 

 

Yuming Zhai et al. in [6] present a categorization of translation relations and then the designers annotate a parallel multilingual 

(English, French, Chinese) corpus of oral presentations, the TED Talks, with these relations. The long-term objective will be to 

automatically detect these relations in order to integrate them as important characteristics for the search of monolingual segments 

in relation of equivalence (paraphrases) or of entailment. The annotated corpus resulting from our work will be made available to 

the community. 

 

Vu Cong Duy Hoang et al. in [9] present iterative back-translation, a method for generating increasingly better synthetic parallel 

data from monolingual data to train neural machine translation systems. The proposed method is very simple yet effective and highly 

applicable in practice. They demonstrate improvements in neural machine translation quality in both high and low resourced 

scenarios, including the best reported BLEU scores for the WMT 2017 hindi↔English tasks.  

 

Myle Ott et al. in [10] shows that reduced precision and large batch training can speedup training by nearly 5x on a single 8-GPU 

machine with careful tuning and implementation. On WMT'14 English-German translation, we match the accuracy of Vaswani et 

al. (2017) in under 5 hours when training on 8 GPUs and then obtain a new state of the art of 29.3 BLEU after training for 85 

minutes on 128 GPUs. The further improve these results to 29.8 BLEU by training on the much larger Paracrawl dataset. 

 

Chen Mai Xu et al. in [11] tease apart the new architectures and their accompanying techniques in two ways. First, the designers 

identify several key modeling and training techniques, and apply them to the RNN architecture, yielding a new RNMT+ model that 

outperforms all of the three fundamental architectures on the benchmark WMT'14 English to French and English to German tasks. 

Second, the designers analyze the properties of each fundamental seq2seq architecture and devise new hybrid architectures intended 

to combine their strengths. The hybrid models obtain further improvements, outperforming the RNMT+ model on both benchmark 

datasets. 

 

Hao Xiong et al. in [12] propose Multi-channel Encoder (MCE), which enhances encoding components with different levels of 

composition. More specifically, in addition to the hidden state of encoding RNN, MCE takes 1) the original word embedding for 

raw encoding with no composition, and 2) a particular design of external memory in Neural Turing Machine NTM) for more 

complex composition, while all three encoding strategies are properly blended during decoding. Empirical study on Chinese-English 

translation shows that our model can improve by 6.52 BLEU points upon a strong open source NMT system: DL4MT1. 

 

Zhen Yang et al. in [13] proposed unsupervised neural machine translation (NMT) is a recently proposed approach for machine 

translation which aims to train the model without using any labeled data. The models proposed for unsupervised NMT often use 

only one shared encoder to map the pairs of sentences from different languages to a shared-latent space, which is weak in keeping 

the unique and internal characteristics of each language, such as the style, terminology, and sentence structure. To address this issue, 

the designers introduce an extension by utilizing two independent encoders but sharing some partial weights which are responsible 

for extracting high-level representations of the input sentences. Besides, two different generative adversarial networks (GANs), 

namely the local GAN and global GAN, are proposed to enhance the cross-language translation. With this new approach, we achieve 

significant improvements on English-German, English-French and Chinese-to-English translation tasks 

 

3. THE PROPOSED METHOD 
3.1 Proposed Methodology 

 
Figure 2: Proposed Flowchart 

3.2 Proposed methodology: Flowchart  

Step1: Input English and Hindi corpus for pre-processing the text. 
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Step2: Tokenization and padding the sentence alignment.  

Step3: Apply Encoding by RNN approach 

Step4: tuning the parameters by Adam optimization. 

Step5: If the optimize then decode to English to Hindi 

Step6: Analysis BLEU Score 

 

3.3 Convolutional Neural Network 

“A CNN model is made up of structural components. This triangular structure may be used to construct many phases. 

• The convolutional layer is a crucial component of the CNN; it is the glue that holds the structure together. For the convolutional 

procedure, a kernel of size mn is swept over the input data, ensuring local connection and weight sharing”. 

• System-in-pairs: during the convolutional process, a filter examines the input matrices of the system. Each stage, the kernel 

filter's position in the matrix is shifted by a certain amount. By default, stride persists to a single value. If the stride is wrong, the 

boundary detail is lost in the model. This issue was addressed by adding more rows and columns to the matrices, so that they 

begin with all zeros. Zero-padding is the process of adding additional rows and columns to the results that contain no data. 

 

4. RESULT ANALYSIS 
4.1 Result Analysis 

Performance Evaluation 

BLEU compares the n-gram of the candidate's translation to the n-gram of the reference translation to calculate the number of 

matches. These matches do not rely on the position. The more exact the machine translation matches between the candidate and the 

reference translation. 

 

 
BP- brevity penalty 

N: No. of n-grams, we usually use unigram, bigram, 3-gram, 4-gram 

wₙ: Weight for each modified precision, by default N is 4, wₙ is 1/4=0.25 

Pₙ: Modified precision 

The BLEU measurement ranges from 0 to 1. The machine translation gets a score of one when it is identical to one of the reference 

translations. As a consequence, not even a human translator gets a score of 1. 

 

Table 4.1 Translation proposed approach parameters 

 
 

 
Figure 2: Proposed model predicted and actual translation (example-1) 
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Figure 3: Proposed model predicted and actual translation(example-2) 

 

 
Figure 4: Proposed model predicted and actual translation(example-3) 

 
Figure 5: Proposed model predicted and actual translation (example-4 and 5) 
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Table 2: Proposed and existing approach Bleu score training and testing scores 

Approaches Training-BLEU Testing-BLEU 

CNN-1gram 80 53.12 

CNN-2gram 81.43 54.12 

CNN-3gram 80.12 43.12 

CNN-4gram 78.12 23.12 

Proposed 98.12 92.12 

 

 
Figure 6:Training and Testing of BLEU 

 

5. CONCLUSION 
MT acts as a channel for cross-language communication in natural language processing (NLP). MT addresses problems of linguistic 

ambiguity by translating between two languages automatically while preserving its meaning. MT systems developed using a corpus-

based approach based on a rule, that eliminated the need for language expertise, an endless list of NLP tasks such as the recognition 

of a named entity, language tagging parts, chunking, Word Sense disambiguation and the interlingua-based MT linguistic variation 

problem[1]. Corpus-based machine translation (MT) systems are usually classified as Example-based machine translation (EBMT), 

SMT, and natural language machine translation (NMT). The usage of EBMT is extremely limited. The encoder decoder RNN used 

conditional gated recurrent units (GRU) with an attention mechanism to obtain a BLEU score of 12.23 in English and Hindi. In 

[12], an LSTM with an attention mechanism was used by a sequence-to-sequence RNN to perform the same Translation and a 

BLEU score of 23.25, which is the top score in MTIL-2017 1. Neither of the NMT systems predicting translation has nevertheless 

completed an in-depth study of the effect of different ngram BLEU scores 
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