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ABSTRACT

From storing and retrieving information in databases online to delivering various services such as servers, and computing resources over the internet, cloud computing has brought tremendous advancements in the technological world. One of the major sectors of cloud computing is application development. A wide variety of applications are being developed which offer services for almost every working industry globally. Several debates and discussions have arisen on designing the application in the best way possible. Extensive research studies were done using various parameters such as resource usage, storage, efficiency to determine the most optimal method. Cloud-enabled applications were the primary type developed, followed by cloud-based applications. However, the demand for lightweight and flexible applications designed at the least cost possible rendered these approaches obsolete. That is where the cloud-native model came into the picture. This paper explores the model and presents how it is used to design, deploy, and manage cloud-native applications, including discussing the model's core elements and implementing them in making the application.
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1. INTRODUCTION

The art of designing applications has evolved over the years. Catering to the users' needs completely and developing the product at the lowest cost possible is challenging. Developers initially used Service-oriented architecture (SOA) to design products in earlier times. However, with the introduction of "Cloud" and "Cloud computing" in the 1990s, the entire application development phase has taken a shift. Cloud services have become hugely popular in less time because managing large modules and data through interconnected servers has proven advantageous with easy maintenance, almost negligible installation time, and more variety of features. Initially, applications were developed externally and integrated into the cloud before the final run, called "Cloud-enabled" applications which was the traditional way of developing an application. Although this model provides better performance and security due to its underlying architecture, it required high maintenance. The "cloud-native" model was designed to overcome the drawbacks of this model and provide an overall experience.

A Cloud-native application is a set of elastic, independent components developed and deployed entirely in the cloud-based environment. Unlike the other models designed externally and then migrated into the cloud, a cloud-native application is designed inside the cloud from scratch, where all migrations are done automatically, and the application is independent of the hardware configuration. The underlying architecture of these applications is designed using Microservices, where all the modules are broken down into smaller services independent of one another with their respective dependencies and configuration. Finally, these services are packaged using Container services integrated and deployed at regular intervals using Continuous Integration. These modules and the entire workflow is generally implemented using cloud service providers.

What makes the cloud-native approach the most reliable and better than the traditional model? The previous model's functionality was based on the architecture where services were bound together as a module, and these models rely heavily on hardware. As the cloud-native model relies on Microservices, the application developed is flexible, resilient and the request-response time is low. Implementation of crucial tasks such as upgrading modules and systems diagnostics becomes easier with minimal interruptions. As these applications are developed inside the cloud, there is no need for purchasing computing resources as the cloud platform automatically configures them. As a result, these applications are lightweight and consume fewer resources. In addition, these applications are very cost-efficient as the entire construction is done in the public cloud, where the total cost is only for those services used.
The rest of the paper primarily focuses on and explores this idea. The next section discusses the primary components of a cloud-native application in detail and how they help develop a robust application, and their role in justifying the cloud-native principle. The paper then introduces the making of the application, where a Django web application is designed. Subsequently, all the components discussed earlier will come into play in the design workflow, testing, packaging, automation, deployment, and maintenance of the app, which is followed by an emphasis laid on how the application is managed post-release and how the application metrics, performance logs are used to monitor along with scaling the application. Finally, the paper concludes with a summary of the proceedings.

2. COMPONENTS OF A CLOUD NATIVE MODEL

The cloud-native model's primary purpose is to extract all the benefits that cloud computing can offer and provide the best application development experience. Therefore, it is crucial to assess the significant modules that define this schema and know how their functionalities make this model successful. Furthermore, understanding the roles and uses of these components will help in developing a robust application. The three main parts of this architecture include Containers, Microservices, and Continuous Integration. This section will examine all the components and their role in developing efficient products in detail.

2.1 Containers

Initially, when an application was designed, many hardware resources were required to keep the product intact but managing them was difficult. The best solution developed then was virtual machines (V. A virtual machine functions as a system with its resources like Central Preprocessing Unit (CPU), Operating system, and storage. They virtualize the hardware beneath so that multiple VM’s could run on a single hardware resource, eliminating redundancy. However, virtual machines couldn’t handle the heavier system loads. Containers are a perfect alternative to virtual machines. Containers are pieces of software that bundle up all the source code, dependencies, and surprisingly even an Operating System (OS) into a single unit using a container engine (Shown in Figure 1). The biggest asset of containers is that they perform OS - Level virtualization that makes them easy to use, unlike virtual machines, which need a hypervisor to function. In addition, they can run on the Host OS itself, enabling them to run on various environments irrespective of the physical hardware underneath.

Containers offer better load-handling, stable data recovery and backup, robust security features. They save resources and cut down processing costs because they do not require much hardware to configure and run. They also boost the server's performance because of their portability. The container image, which is the most crucial constituent of developing a container, is an executable software with all the code, packages required to build a container. Thousands of Pre-defined images are available in the central repository, or custom image files can be written using shell commands or a base file with all the code required to build the image from scratch.

2.2 Microservices

Microservices is an architectural style where all components are divided into separate, independent modules. Microservices have become very important in the developer community, unlike monolithic architecture, which combines all the components into a single unit. Microservices aim at high efficiency, better fault reduction, and multiple task building. It segregates the entire workflow into numerous loosely coupled services, running its task and processes. Each segment has its share of resource pool such as memory, databases, and servers, as shown in Figure 2.
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2. The monolithic architecture has many drawbacks: high cost, frequent components malfunction, and no opportunity to scale. When the application fails to work, it becomes difficult to identify the code segment's error and rectify it because all the services are bound together as a unit. Moreover, it also consumes additional resources to manage this task. On the other hand, Microservices offer the best alternative in terms of performance and maintenance. As the entire working block is sub-divided, errors and bugs can be easily identified with trigger logs and debugging. In the view of a cloud-native application, Microservices are very useful because they promote deployment flexibility and reusability. This feature can scale the services separately without any external interference.

2.3 Continuous Integration (CI)
Continuous integration is a process where project code and modules are pushed into repositories and integrated consistently. CI commits the code periodically to the main branch in the central repository and regularly creates checkpoints and log messages. As a result, all the major tasks such as planning, building, testing are done simultaneously, and small releases are done daily. As a result, it is highly efficient, facilitates easy error detection, promotes faster release, and ensures customer satisfaction. The central repository still holds the up-to-date commits, and the files can be retrieved, ensuring data backup and security. Thus, continuous integration is a crucial component in the cloud-native model. Its scope is attributed to the overall development of a good product. Continuous integration and Delivery were initially carried out manually (dashboards). As time passed, automated software that can perform CI has come into the market. They have introduced the concept of pipelines and triggers to support the automatic integration of file building. Pipelines implement the automatic installation, building testing, and deployment of code. The most significant advantage is that there is no manual work required. It continuously commits the tasks and reports errors and timestamps until it comes across a stop function and exits. When there is a need to attend a particular section of the code, developers can also use triggers to force-implment that specific workflow. The rate of building application improves and, more importantly, the quality of the final product.

3. DESIGNING AND PACKAGING THE APPLICATION
The complete process of building an efficient cloud-native application consists of two phases. The first phase covers the planning and designing of the application and packaging it using containers. The second stage deals with the deployment and management stages. This section focuses on the first phase of development, and the second phase is examined and discussed in the subsequent sections of the paper.

3.1 Planning the Application design
The first and foremost task to build an application is to plan and design the application with a workflow design covering all the modules and its functionalities. For example, a simple blog application should create new user accounts and support user login. In addition, the website should provide a form structure for article creation and a database to maintain the records and display the posted articles. The use of Microservices is very crucial as it can break down the components and ensure faster development. The simple yet detailed workflow is shown in Figure 3.

![Figure 3: Blog application designed using Python and Django consisting of Account and Article templates (Architecture Workflow)](image)

3.1.1 Installing modules and testing the server: Python is used to design the application in this scenario. It is a high-level programming language used in a variety of applications and is open-source software. Django: a powerful web framework is required for this purpose which can be installed using pip: a package installer for Python. The following commands (numbered for convenience) are used to install all the required modules for the project.
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Python can be installed using the (.exe) downloadable file from the internet. After installation, the versions of both Python can be verified by [1]. We can install Django with the command [2] that pulls out the latest version available. The web application also requires a package named "Pillow," which supports multiple images and video formats [3]. To also implement Microservices in the design structure, another module called "Django-microservices" is available [4]. Multiple services communicate over the Hypertext Transfer Protocol Secure (HTTPS) server in a Django web application. This package enables the module to activate a separate development server for each service instead of a single server. Command [5] is used to create a project file. This process makes the primary database files and configuration files consisting of all the necessary configurations and server control commands required to run the server. Before the actual development commences, it is essential to synchronize all the changes done when constructing the models to the database schema, which can be done by the migrate command [6]. The server can be accessed using [7], which connects to port 8000 over the localhost using the manage.py file, as shown in Figure 4.

Figure - 4: Testing Django server after installation and migration using Localhost server port 8000

3.1.2 Designing the accounts page (Login and Signup): The first page to be built in the web application will be the homepage which displays all the details regarding the type of website and the service it provides to the users. In our case, this is a blog application that allows writers to write and post articles, and a vast number of readers can read articles of their interest. Templates deal with HTML file generation. The homepage re-directs to a Signup page or a login page where new users can create an account with valid credentials or log in with their existing account, granting them access to post articles. The website database should support the storage of all user credentials and verify them during login to ensure safe access to the website and the account. For this purpose, Django has an inbuilt SQLite Database that securely takes care of the user's data. Finally, an "accounts" model is created, consisting of all the static files (HTML, CSS, and JavaScript files), Uniform Resource Locator (URL) and view files required to function. The login and the signup page are created to validate users, and the code is as shown below.

```python
def signup_view(request):                   // (sign-up new user)
    if request.method == 'POST':
        form = UserCreationForm(request.POST)
        if form.is_valid():
            user = form.save()
            login(request,user)        // (log the user in)
            return redirect('articles:list')
        else:
            form = UserCreationForm()
            return render(request,'accounts/signup.html',{'form': form})

def login_view(request):                // (login existing user)
    if request.method == 'POST':
        form = AuthenticationForm(data=request.POST)   // (form request)
        if form.is_valid():
            #log in user
            user = form.get_user()
```
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3.1.3 Designing the articles page (Create, Post and Display): The following task is designing the article-related modules. In a blog, the articles are the most crucial elements. The website should provide a structure for the writers to share their views, and the readers should be able to access all the posted articles in the order of time. All the latest articles published by different authors should appear on the homepage. We create a separate template named 'Article,' which consists of two sub templates: 'article_create.html' and 'article_detail.html.' The websites inherit the properties of the base layout with a POST response. The article creation form consists of the title, slug, body, and link for image insertion. As soon as the article is online, it should appear on the home page with the timestamp and the author's username. The corresponding code is as follows.

```python
def article_list (request): // (displaying list of articles)
    articles = Articles.objects.all().order_by('date')
    return render(request,'articles/articles_list.html',{'articles':articles})

def article_detail(request,slug): // (article information)
    articles = Articles.objects.get(slug=slug)
    return render(request,'articles/articles_detail.html',{'articles':articles})

def article_create(request):       // (article creation form)
    if request.method == 'POST':
        form = forms.CreateArticles(request.POST,request.FILES)
        if form.is_valid():
            instance = form.save(commit = False)
            instance.author = request.user
            instance.save()
            return redirect('articles:list')
    form = forms.CreateArticles()
    return render(request,'articles/articles_create.html',{'form':form})
```

3.1.4 Testing the application: After developing the logic, it is very crucial to test the functionalities of the application. Testing is a crucial process to achieve a quality product. Django provides the facility to test the website on our local host server on port 8000 at any stage of development that can detect anomalies and improve the functionalities. Django also provides the facility of producing timestamp log messages, as shown in figure 5, during the interaction with the website, making it easy to identify the code breaks and errors. The facility of preview is also available, enabling us to view the end product beforehand.

![Testing the Django server after building the accounts and the articles templates and configuration](image-url)
Components templates are flexible and reusable, making them very easy to use. As shown in figure 6, the login and the signup pages are organized with relevant elements to interact with, and that follows the same with the articles create form and the display page.

![Image of login and signup pages](image.png)

**Figure - 6:** (Rough page) Final view of the application after design handling

### 3.2 Containerizing the application

After designing the application and ensuring its functionalities are intact by testing, the next major step is to containerize it. The concepts of Containers and Continuous Integration (CI) play a primary role in this process. In simple terms, containerizing the application implies packaging the code. Although many tools provide container facilities, Docker is the best container-based software in the current era. It provides various features that can help developers customize their code according to their requirements and supports secured access. This section of the paper emphasizes creating container images and pushing them to the central repository through an automated process using a Continuous Integration tool "Jenkins" in a pipeline activity.

#### 3.2.1 Configuration of Docker and writing Dockerfile:

Before setting up, it is essential to create a Docker account that accesses the Docker hub, a repository that stores millions of pre-written and custom-built images. To access the specific repository, users must configure the authentication. In addition, Docker provides the facility of building public and private images based on security requirements. To use Jenkins to automate this process, we need to include the credentials so that Jenkins can automatically connect to Docker and authenticate for performing the required processes when the CI pipeline process is invoked.

To build a Docker image, the primary document required is the Dockerfile. It is a simple text document that consists of all the steps and commands required to package the code files, link ports and create an image. Docker tracks the specified path of the file and builds the image based on all the requirements described. A Dockerfile has no extension. When the command is executed, the build is done using the commands in the Dockerfile step-by-step. The following code explains the commands required to build a custom image for the blog application, including running the server.

```
FROM python: 3.9            // (Dockerfile)
ENV PYTHONUNBUFFERED 1
RUN mkdir /cnapp1
COPY ./BLOG2SHARE /cnapp1                  // (copying project file)
WORKDIR /cnapp1
RUN pip install --upgrade pip
RUN pip install django
RUN pip install pillow
CMD ["python", "manage.py", "migrate"]
CMD ["python", "manage.py", "runserver", "0.0.0.0:8000"] // (execution)
```

#### 3.2.2 Building the Jenkins pipeline:

Jenkins offers a wide variety of CI services. The most prominent of all is the pipeline facility, enabling developers to build continuous integration pipelines to automate their tasks. First, a Jenkins Deployment pipeline is built, automatically accessing the code files from GitHub. Then, after pulling the files from the GitHub repository, the pipeline will execute, building the image based on the Dockerfile based on the credentials and pushes the image to the Docker hub.

```
stages
  stage('CLONING THE GIT REPOSITORY PROJECT')
    steps
      git 'https://github.com/ESCANOR-1998/cnapp'
  stage('BUILDING THE DOCKER IMAGE')
    steps: script
      dockerImage = docker.build registry + "cnxapp:v1"
  stage('PUSHING THE DOCKER IMAGE TO REPO')
    steps: script
```

© 2021, www.IJARIIT.com All Rights Reserved
docker(withRegistry('',registryCredential))
dockerImage.push()

The Jenkins dashboard can be installed and accessed on the local server port 8080. There are two ways of building a pipeline: using the dashboard (or) writing a source code file which consists of all the commands of building the pipeline. It is necessary to provide the link to the GitHub repository and the docker account credentials. The pipeline starts running in the ‘stage view’ section and completes the tasks. The image ‘cloudnative1998’ public image is built by the pipeline with all the requirements whose access is public, which can be pulled to the local system, and the container is built by running the container image by port mapping (Connecting the ports in the container and the Docker host respectively) from port 8000 to 8000 as shown in Figure 7.

Figure - 7: Jenkins pipeline execution status along with stage description

4. DEPLOYING THE APPLICATION
The cloud-native approach emphasizes automating every stage of development. After designing the web application and containerizing the application by building the container image, the next stage of development focuses on deploying, managing, and scaling the application. The best approach is to use Kubernetes, a container orchestration tool that automates the deployment and the scaling of containerized applications with clusters, nodes, and pods. Another added advantage is that Docker containers are highly compatible with Kubernetes that makes this process flexible. Kubernetes provides a User Interface to run the clusters on the local system itself. The best approach is to use this service to troubleshoot for application anomalies and deploy the fully functional application using a cloud service provider, as discussed at the beginning of the paper.

4.1 Basic functional units in Kubernetes
Before proceeding to the actual deployment process, it is essential to have a clear idea about the basic functional units used in Kubernetes: pods, nodes, and clusters. Pods are the smallest functional units that can be deployed in Kubernetes. In simple terms, the containers run on pods with shared resources and instructions on how to run the applications. A node is typically a virtual machine on which the pods run with the necessary configuration. The nodes are managed by a 'Control plane,' which holds the required network protocols to transfer data. Finally, a Kubernetes cluster is a set of nodes that run the application by integrating the code with the required modules and dependencies. The basic structure of a cluster is shown in Figure 8.

A Kubernetes service is a rule-set that describes and defines a specific policy of running pods. In addition, these services are used to configure specific types of properties to the application. There are many services, but the primary focus will be on two services: ‘Cluster IP’ and ‘Load Balancer.’ Cluster IP is the basic type of service that exposes the application to an internal IP address not accessible from the outside world. The load balancer service divides the entire tasks among multiple resources to efficient workflow and maintains an even workload. Unlike Cluster IP, this service exposes the application to the outside world through an external IP that can be performed in a cloud-service application such as Azure, Google cloud.
4.2 Deploying the application as a Cluster IP type using Kubernetes dashboard

Before deploying the application, it is very crucial to double-check whether all the modules of the application are working accordingly or not because after the process of the actual deployment, if any functional error arises, it will have a detrimental effect on the product and will consume extra resources rather than saving it. Kubernetes provides a web interface called the 'dashboard,' which can run on our localhost server and can manage every activity from creating the cluster to deploying and management. It manages every deployment by monitoring the health of every component, including pods which helps in knowing how the application works overall and perform some upgrades before the actual deployment. The commands used to deploy the dashboard are below: the dashboard UI is cloned from GitHub, and a token is generated to access the interface, and as shown in Figure 9, we can access using the generated token.

kubectl apply -f https://raw.githubusercontent.com/kubernetes/dashboard/nano dashboard-admin.yaml
kubectl apply -f dashboard-admin.yaml
kubectl get secret -n $(admin-user) -o jsonpath="{.data.token}" // (secret token generation)
kubectl proxy // (connecting to dashboard)

The process of deploying the dashboard is done, and the deployment can be done. Using the docker image 'cloudnative1998/cnxapp:v1' built using the Jenkins pipeline, a deployment is created and exposed to the type 'Cluster IP' service (which means the access is only inside the cluster). Even if the deployment is exposed as a 'load balancer,' it will still be a service of type Cluster IP. The commands required to achieve this are described in Figure 10, where we have specified the port for the pods to interact with the server as 80, and the target port is 8080. The health of the pods created and the deployment is monitored, as shown in Figure 11 (the green colour indicates that the pods are healthy and fully functional). The services list is very informative, which displays all the required details regarding a particular service. Figure 12 displays all the contents of our deployed service 'cloud-native-app,' including the cluster IP address and the endpoints (the localhost address and the port from where the application is accessed).
The Kubernetes dashboard provides significant advantages that take the final product quality to the next level. The dashboard provides the opportunity to troubleshoot the deployed applications to find out the weak points of the schema that can threaten the workflow. It also provides the platform to monitor and manage the deployment resources, which gives a clear and concise idea of how the application would function when exposed to the outside world and the improvisations possible to improve the quality of the product.

4.3 Deploying the application as a LoadBalancer type using Google Cloud

The Cluster IP service type is the default abstraction that Kubernetes provides. To deploy the application to the outside world so that all the computing resources are managed perfectly and distributed to facilitate balanced workloads, the best service type available is the 'LoadBalancer' that deploys the application externally and monitors and scales the application at the same time. The LoadBalancer services distribute the workload among multiple servers instead of a priority basis, making it efficient and resilient to system crashes. For example, in Figure 13, the virtual IP address is run through a LoadBalancer where it segregates the load to multiple servers, as shown, which can be adjusted based on scaling the resources. This approach protects the application and makes sure that the heavy traffic doesn’t hinder the application's efficiency or functioning. External cloud services manage the load balancer, and for this purpose, I have used the Google cloud portal (GCP).

Google Cloud, like Docker, has its repository called 'Container Registry,' which is very similar to the Docker hub repository. Developers can build an image and push it to the registry or pull an image from the Docker hub itself. The deployment process is the same as performing the deployment done in the dashboard, except that the application is exposed to the outside world, and the access is universal and not within the cluster. Google Cloud also has a 'Kubernetes engine' that uses Kubernetes in the cloud premises. The first step is to create a cluster using the 'gcloud containers create.' In Figure 14, the ‘Kube-Cluster’ is created with three node pools and the 'US-west' datacentre region of the cloud as depicted in Figure 14 and is managed entirely by the cloud resources. The number of nodes can be specified when creating the cluster with the attribute '--node' (specified as 3). The details of the node pools are displayed when the command 'kubectl get nodes' is used, which tells whether the nodes are active to function or not. The next step is to pull the 'cloudnative/cnxapp: v1' image into the cloud environment using the Docker pull command to store the image locally.
The next phase of deployment relies on the container image pulled from the Docker repository. It contains all the source code, dependencies, and instructions on running the application (Dockerfile). The next primary step is to generate the credentials for the cluster because when the deployment is done, the `kubectl` (Kubernetes command-line-tool) should recognize under which cluster the deployment is done, which is clearly shown in Figure 15. The `kubectl create deployment` command takes the image file and creates the deployment. The final step of the deployment is using the `expose` command to deploy the application of a LoadBalancer type (specified by `--type`) with the target port and the cluster port. The deployment is finally done. This process completes the deployment where our application is deployed with the external-IP '104.199.205.151'.

Figure – 15: Google Cloud: pulling image and constructing deployment and exposing it with service type “LoadBalancer”

The external-IP enables the application to function beyond the local network region, i.e., with the external-IP, the product is now accessible from the internet. The LoadBalancer is not free of cost, and the cloud service itself manages it. The cost is calculated based on the usage and the resources computation and other added features such as scaling and the number of servers used. The external IP is '104.199.205.151', which is generated by the Google cloud engine itself. As shown in Figure 16, the deployment is successful, and I can access the external-IP application externally.

Figure – 16: Accessing the fully exposed application using external-IP (‘104.199.205.151’)

4.4 Scaling and monitoring the application
After the deployment is completed and the application is exposed, it is essential to run diagnostics to monitor the functioning of the application. For example, although the application is deployed and the external-IP is working, if the node pools go inactive (or) the control plane inside the clusters stops managing the network ports due to external interruptions, it might crash the application. Google cloud provides the best diagnostic engines to monitor the health of the application. In Figure 17, the workloads and the application's services (deployment and the exposed application) are functioning healthily. These status attributes turn red as soon as the application experiences an error.

Figure – 17: Functionality and Health metric status of the exposed application

The external Load Balancer service is used to deploy the application, but it still needs to be configured, including scaling and resource usage. This process is of the highest priority as scaling has a significant role in improving the quality of the application. The Load Balancer needs to be configured in two sections: the frontend and the backend. In Figure 18, the Load Balancer configuration is explained. The frontend configuration takes care of the Internal IPs and the ports, whereas the backend configuration manages the resources.
The frontend configuration is done automatically by the cloud server using the cluster details stored in the Kubernetes engine and the external IP. The protocol and the IP address, the external IP, are taken for the configuration and the node pools. The backend configuration is very crucial. As shown in Figure 19, the backend configuration scales the application, the instance group (the cluster), and the ports are taken as the parameters on which the scaling process would implement. The maximum CPU utilization is set to 85%, which is the threshold value, and the number of server connections is also set to 5 per instance (server). This configuration is adaptive and can be changed anytime, depending on the workload sustained by the application. The biggest advantage of this setting is that auto-scaling is active, i.e., the application manages its resources automatically under the limit of these threshold values from the usage of CPU to the servers. These features make the Load Balancer very powerful because the distribution of incoming requests is done, so the costs incurred and the resources consumed for every response are minimum.

Dashboards and log systems are used in full scale to monitor every component of the application. For example, in figure 20, the resource statistics of the deployment and the exposed application are monitored in graphs where CPU, memory, and storage are displayed with multiple timestamp attributes. Every resource is constantly monitored with relevant recorded events and Audit logs. The cluster functions status, including network routing, authorizations is recorded every second in logs. These diagnostics provide a remarkable opportunity to scrutinize the working of every instance and augment their working to provide the highest level of quality to the customer.
5. CONCLUSION
In this paper, I have argued that with drastic improvements in technology and the increasing need to achieve the best performance and functional flexibility with the least cost, the cloud-native approach is considered the big trend in the modern era of cloud computing. Microservices, DevOps, Containers, and Continuous Integration are the significant components of cloud-native applications. The idea of breaking down an application into smaller and more compatible modules has given excellent results. Microservices and Containers have made the task of managing vast amounts of source code and deployments so robust and straightforward. Continuous integration integrates and deploys small pieces of code at regular intervals to central repositories, enhancing the entire development process and increasing the chances of recognizing complex errors quickly, contributing to the effort. I have also discussed how I constructed the application and divided the process into two parts: designing the application and then deploying the application. The mainframe application is a blog website using Django and Python. The title page is created first, followed by the account and the article models. Unlike monolithic architecture, Django divides the entire application in the form of templates. Each section of the application is constructed individually and their own allocated database and static files (CSS, JavaScript), which abides to the principle of microservices. I have also explained how to test the application through the local server. In conclusion, the cloud-native approach ensures better performance, security, and management. Docker is the best tool for containerizing the application, developing customized container images with robust security protocols. Jenkins provides the best secured CI pipeline to automate the entire process, and the workflow is followed by creating a deployment and exposing it using Kubernetes and Google cloud platform. Kubernetes makes use of worker nodes and clusters to bind the application and deploy it externally. In this paper, I have stressed the importance of services such as Cluster IP and Load-Balancer, which play a pivotal role in conserving resources and improving the performances of the applications. We can use Kubernetes UI to troubleshoot and manage the resources and operate from the local server itself. A detailed analysis of how the load-balancer works drive heavy traffic throughout the internet and the servers. One of the most vital parts of a cloud-native application is its ability to handle the resources optimally in different situations; that’s where scalability comes in. We can scale the resources horizontally (increasing the number of server instances) and vertically (increasing the resources), which helps set up the threshold values for CPU levels, server storage, number of connections, and performance auto-scaling.
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