Automation of UI design testing using Machine Learning
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ABSTRACT
The buzz around SDLC and the ever-increasing need for testing each analytical component of a software component has incurred time losses in the entire cycle. The flaws in the design of any UI hurt the presentation and ease of access to users. Manually testing these entities might end up adding complexity, manual errors and unnecessary duration. Taking into consideration the dynamic elements of UI, this work presents a study on how the testing of these design elements can be carried out using different methods. It also addresses the technical challenges in the tasks carried out for the detection of objects and widgets in these dynamic interfaces. Motivated by machine learning concepts like Regions of Interests this work sheds light on the limitations and highlights of these methods.
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1 INTRODUCTION
Along with the surfacing of World Wide Web and the outbreak of technology and the ever-increasing buzz around the development cycle of any software (SDLC), software testing became a major concern. The testing phase being such a significant part in any development is been categorized broadly into GUI based testing, integration testing and logical testing. Testing the GUI provides a more intricate path to interact with the software. The amount of time and complexity that goes into testing any UI has been increasing over time exponentially. The testing thus needs to be carried out in a way that it offers efficiency, effectiveness, good path coverage and an increased fault detection rate.

GUI being the front end of any software needs to be convenient to access and track along with being user friendly. Every organization thus creates a basis called their standard guidelines as per the requirement and ease of clients/users of their products. Along with all the processing that goes in the back end the aesthetics and ease of front end is equally important and sometimes overlooked at. GUI testing not only confirms the standardized format of the interface but also adds a layer of additional corroborate for developers. Automating this process is a smart option for the duration margins of software development and it's testing to be in proportion.

2 BACKGROUND
'Image classification' consists of activities like prediction of an object class in an image. Pinpointing the location of objects in an image and sketching an abounding box in the circumference of its extent is done by 'object localization'. Object detection basically combines the functions of these two methods and collectively is localized and a certain number of objects in the image are classified. Whenever a practitioner or user refers to the word 'object recognition', it usually means 'object detection'. [4]

It is possible to roughly break down the entire process of object detection into 3 methodologies of which the first method is extracting features locally wherein local models such as 'Histogram of Oriented Gradients' and 'Scale invariant feature transform' are used. Further a classifier is constructed to detect exact items.[6] The second method takes into consideration deformable part models techniques where a suitable method gives information about the location of the components of the items which useful for training purpose. In the same way, the third category is called Convolutional Neural Networks (CNN) wherein the attributes of images are defined by feature vectors which are consecutive. CNNs depict a higher degree of precision when it comes to object boundary detection or other such features.

At a basic level there are two broadly classified approaches for object detection models namely top-down approach and bottom-up approach. As a result of the features being extracted and matched locally, the number of false positives suffered in top-down approach is more. In the same way there is a necessity of some effective techniques for segmentation in the approaches which follow the bottom-up pattern. Therefore, a third and better approach is created which merges the above-mentioned approaches in order to preserve the consistency and balance in segmentation tasks which in turn reduces the tasks of grouping.
Color image segmentation methods can be viewed as an extension of the gray image segmentation method in the color images, but many of the original gray image segmentation methods cannot be directly applied to color images. We analyzed proposed a color image segmentation method of automatic seed region growing on basis of the region with the combination of the watershed algorithm with seed region growing algorithm which based on the traditional seed region growing algorithm.

### 2.1 Diagnosed Techniques

#### 2.1.1 R-CNN

For finding a solution to the issue of choosing a large number of regions while processing an image, Ross Girshick put forth a method which uses the selective search in order to fetch just 2000 regions from the image and he called them region proposals. Thus, instead of trying to classify the huge number of regions, 2000 regions are worked upon. The extraction of these 2000 region proposals is done by the following algorithm called selective search. [3]

**Selective Search:**
- Generating the first sub-segmentation
- Using the greedy algorithm to recurrently combine similar regions into wider ones
- Using generated regions to build the final concluding region proposals.

The two thousand candidate regions which are also termed as proposals are twisted into a square and given as input to a CNN which outputs a feature vector of dimension 4096. Here the role of CNN is like a feature extractor and the dense layered output comprises of the extracted features from the image and these features which are extracted are given as an input to a Support Vector Machine for classifying the availability of the object inside that candidate region proposal. [3]

#### 2.1.2 Fast R-CNN

Ross Girshick later developed an algorithm to get something faster by avoiding the shortcomings of R-CNN. This method is identical to the 2 R-CNN algorithms. However, rather than submitting regional proposals to CNN, the input image is directly fed to CNN in order to generate a convolution feature map. We can recognize the region of the proposals from the convolutional feature map and bend them into square. Further with the help of an RoI pooling layer we rearrange them to a fixed size to be used as an input to a fully connected layer. It is possible to use the softmax layer from the feature vector or the RoI indicator so that we can predict the class of proposed region and the offset value for the bounding box. [3]

#### 2.1.3 YOLO

YOLO first takes a picture and later splits the image into an SxS grid. Inside each grid it takes m bounding boxes. Within each bounding box, the network offers an offset value and a class probability for the bounding box. A sole convolutional network thus simultaneously predicts several bounding boxes and class probabilities for those boxes. The bounding boxes which have class probability above a pre-established threshold value is selected and used to detect the object inside the image. YOLO not only understands the generalized object representation but also works faster as compared to other methods (45 frames per second).

One of the constraints of YOLO algorithm is the detection of tiny objects in the image, for example, it will be difficult for YOLO to identify a swarm of bees or a herd of birds. It is because of the constraints on the spatial features of the algorithm. [3]

### 2.2 Object Detection for GUI

It is domain specific job in object detection to identify GUI elements in GUI images. It is possible to recognize elements in GUI using intrusive methods or pixel-based (non-intrusive, generic, domain-specific) methods. The elements in any UI can be roughly classified into text elements and non-text elements. Detecting text and non-text UI elements using a sole prototype has a worse performance as compared to using models of non-text components and text components dedicated separately. The text present in any UI must be considered as scene text and performed upon rather than considering it as document text.

#### 2.2.1 Non-text Detection:

For region detection and classification of UI elements various traditional and non-traditional methods exist of which Faster R-CNN and YOLO v2/YOLO v3 work considerably well. These are the anchor box methods which work by generating bounding boxes from the predefined anchor boxes. CenterNet being an anchor free, single stage object detection technique predicts the positions of bottom-right and top-left corners along with the center of objects in an image and later merges them to obtain the bounding box of those objects. Thus, it does not generate bounding box based on anchor box which are decided priorly. [1]

#### 2.2.2 Text Detection:

The fact that UIs are inclined towards scene text instead of document text, the traditional methods for detecting characters mostly don't seem to work effectively. One of the OCR tools called Tesseract is created for texts in documents. It generally flows in two actions : 'text line/boundary detection' and 'text recognition'. For this project, the only part which is relevant is the former part i.e. the text line/boundary detection. The text line detection carried out by Tesseract is an out of fashion methodology. First it transforms the image that is given into a binary map then later executes a connected component analysis in order to find the borders of each element in the image. The outlines thus produced are then clustered into blobs. These blobs are further joint together. At last, it integrates all those text lines which overlap at least half horizontally. [1] A technique in deep learning called EAST is used to recognize text in natural scenes. Firstly, an image is given as an input to a feature pyramid grid. Then, EAST calculates 6 values related to each point bottomed on the finalized feature map. These values include : a rotation angle, bottom/top/right/left offsets, an objectness score etc. In favor of this as a baseline, the pre-trained model is used directly to perceive texts in UIs irrespective of any adjustment or calibration. [5]

### 2.3 Motivation

UI testing gets tedious to a high extent as the development code keeps changing throughout the SDLC. The manual effort that goes behind the testing and updating of UI to provide an optimal framework decreases the overall efficiency and increases the delivery cycles of a software product. Manually testing the elements of GUI is also tiresome, boring and thus error prone. Automating this exercise will considerably reduce the effort of processing these test cases by providing an intelligent test design.

### 3 METHODOLOGICAL APPROACHES

The implementation of this work started with understanding the 3 broad dimensions of this project:

- UI image Classification
- Object Detection of the UI elements and Text Detection
3.1 Object Detection of the UI elements

This phase started off with recognizing the dynamic elements of the device UI. The number, area and layout of some elements differed with a change in the device type of the organization. The overview page which is the default startup page of devices is divided into two sections which is the A-level menu and the B-level menu. The object detection is to be carried out in the B-level menu which contains tabs and graphics giving information about devices. The tabs are clickable boxes and graphics just display specific measurements/status of devices for which the UI is being made.

The region detection of these graphics and text boxes was carried out by different methods as mentioned below:

3.2 ROI extraction by color filter

Extracting regions of interest from images based on colors using masking is a great technique to identify areas of specific colors. In our B-level menu there are graphics with RGB color spaces. The first approach towards detecting these graphics was to use these color filter masks like green screens and extract these areas. By using Morphological transformation, the unnecessary edges were removed. Instead of RGB values the hue and saturation values help in pinpointing the actual area of interest in this approach.

Challenge: The main challenge in using this method was the complexity of using different color masks for different graphic box. Also, this method was not quite inclusive of the text box area (tabs) in the UI.

3.3 ROI extraction using coordinates

This method works by giving the model a standard set of input coordinates which enclose the regions of interest of the UI. The model in turn extracts these regions and gives it as an output to the further task. This can be done either by using center coordinates of the object or by the top-left and bottom-right coordinates.

Challenge: The elements of UI don’t follow a standard positioning system and the number of tabs along with their location keeps changing as per the device for which the UI is being made. Using coordinates for detecting and extracting these regions is not the right way to do it as many chunks of region might go unnoticed by the model.

Iedation: We also tried using a combination function for grouping these coordinates according to the type of devices. The set of coordinates corresponding to a device UI was grouped and given to its corresponding conditioning loop. But this created a lot of confusion and cost.

3.4 ROI using Key points

Some techniques to find key points for ROI extraction as SIFT, SURF, ORB. Most of these tools are not open source so we used the ORB technique. ROI feature extraction is done by this method by max pooling.

3.5 ROI using rectangular contours

The conclusion that was settled on was the fact that our regions of interest were all following the same shape pattern i.e. rectangular. We started extracting regions of graphics and tabs by using different areas, height and width of rectangle. Since the rectangular areas were very well defined, this method worked well.

Challenge: This method started considering text areas as ROIs. So, to exclude this we came up with the following ideation.

Sliding Window: Use a sliding window for parsing the image and extracting the rectangular regions by excluding the text areas or headings.

4 PROPOSED METHODOLOGY

With a CNN model in place having two convolution layers and additional activation layers (ReLU and sigmoid) and max pooling layers, the proposed approach starts with classifying the input UI image based on the protocols for which the organization creates devices. These protocols are namely Hart, WiHART, Profibus, FPL depending upon the functionalities. To compensate against the unavailability of a large dataset in order to have higher accuracy, the model takes help of data augmentation approach taking into consideration the rescaling and sheer range factors. This helps in making the dataset balanced by creating variations of original samples in the dataset.

Challenge: The accuracy of this method is too low for the kind of dataset we are working on.

The validation accuracy of this model reaches a good 100% with the training accuracy touching 93% within seven epochs.

Once the images are classified based on their protocols, they are put through pre-processing. The images are converted to grayscale representations to store less pixel information. Further these grayscale images are passed through functions of thresholding, morphing and dilation. Once the image is processed into a binary transform, extraction of contours takes place. The ROI is extracted based on rectangular contours using OpenCV python. This extraction takes place in
accordance to a scale based on the size of varied elements in the UI. These contours are then sorted based on their position on the UI. The contours are stored for extracting the text out of it and detecting the same based on the English language diction.

The sorted contours are also matched with a set of standard graphics that need to be present on the UI based on different protocols. These graphics are matched using Key Points and Brute Force Matching Algorithm.

5 CONCLUSION

The test case execution of various standard guidelines of the organization are done to detect any kind of flaw in the design of the UI which does not follow the guidelines mentioned.

Finally, the results are stored in an excel sheet for easy access to the development team.
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