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ABSTRACT

User experience is a crucial element in any kind of software. If the user cannot easily and satisfactorily use a software, they will not be inclined to use that software. Therefore, testing the user experience of a software is important. Conducting usability evaluations can be a tedious matter however, since there are several steps involved in setting up even a single usability test. This relates more to scheduling meetings between the test user and the expert evaluator that will conduct the test. Although there are several commercial software which allows designers to “relive”, or observe how users use their software, there are no such products that allow usability testing to be conducted, with the role of an expert evaluator being fulfilled. This paper describes a novel approach, the Automated User Experience Monitor (AUXM) system, where usability testing can be conducted in the absence of an expert evaluator, thus eliminating the issue of setting up meeting between test users, and expert evaluators. It is a system that allows designers/developers to have their user interfaces tested for usability. The designer of the prototype screens is able to feed their designs to the system described in this paper, and then invite any number of users to test the usability of those designs. While the users perform the tasks provided to them by the designer, their emotional feedback, keystrokes, mouse clicks, and verbal utterances are recorded. The recorded data is used by the system to inform the designers what went wrong, and suggest how to fix the issues in the designs. Results show that such a system is indeed possible to be implemented, and that usability analysis could be performed much easier using the system than having expert evaluators and test users meet in person. In conclusion, if the proposed approach is developed further, and refined, usability testing could change significantly in the software production industry.
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1. INTRODUCTION

User experience evaluation plays an important role in the delivery of usable software to the end users. If a software is not pleasing to use, the user will simply not use it, whether or not the software is of a high quality. To remedy this, software prototyping is used, where the system to be developed is “mocked up” by using dummy interfaces that can simulate the actual functioning system. This proves invaluable when determining what the best option is when it comes to certain design choices.

Unfortunately, conducting usability evaluations can be quite time consuming, and are sometimes even omitted, due to the sheer time cost incurred. Conducting usability testing for most, if not all, of the user interfaces, drastically affects the release schedules of software products. On the other hand, the omission of usability evaluations, leads to confusing, and misleading design choices on the part of the designers.

According to interviews conducted with several industry professionals, particularly front end developers, it was revealed that the most commonly used tool to measure user-interactions with web pages is Google analytics. Google analytics show the path a user has taken in a website, and how much time they have spent on a particular web page. Front end developers use this information to determine which pages are keeping users’ attention more than others. Using this data they make changes to their designs.

Further study revealed a few commercial tools available for user interaction monitoring.

“UsabilityTools” allows designers to watch video playback of how users use their websites, and help them determine why users leave their website. “MouseStats” allow designers to see all the mouse movements, scrolls and keystrokes done by users. Heat-maps allow designers to see what parts of a page attracts most attention. “Usabilla” allows users to leave ‘notes’ on the site, to show the designer what they think of certain design choices. “Verify” allows designers to submit their designs, and select a type of test that matches the design, and have users use those designs to get reports on how successful a design was.
There are a multitude of website usability monitoring tools available. When all the features provided by those products are generalized, it’s mostly playback of user actions, reports of how many users were successful in a task, or heat-maps generated using mouse pointers.

None of them can give accurate information regarding a user’s emotional reactions, or determine why users had trouble using a web page.

2. VALIDITY OF USABILITY METRICS USED FOR USER EVALUATION
Before a system that analyses user-experience is considered, the usability metrics used in the system must be verified. One option was to conduct a whole new study in order to settle on usability metrics, but fortunately, such studies and researches have been done before.

Composite methods can be used to measure user experience. For example, using the data collected from the user’s verbal utterances and the data collected from a heart rate monitor can determine how the user felt about certain comments.[1]

Private camera conversations can be used to determine user experience [1]. Private camera conversations are tests, where the user goes into a private booth and talks to a camera about given topics.

Usability testing could be done through the internet as well. Online user evaluation methods include the following: prEmo, Emofaces, paired comparison, product personality assignment, sentence completion. [1]

A user’s “momentary experiences” and emotions can be observed during task completion. [2]

Qualitative data regarding a user’s need fulfillment, momentary experiences and emotions can be collected via observation and open ended questions in interviews. [2]

The user’s emotions can be determined through verbal and non-verbal measurements [3]. The most recognized nonverbal measurements recognized in academic research are: PrEmo, Self Assessment Maniki, Facial Action Coding System, and Emocards [3]. This means that the user’s facial expressions can be used to determine their experience. Therefore, these findings verify that the usability metrics that we utilize to measure the user’s experiences.

2. RELATED WORK
An automated online tool to evaluate web site usability based on its domain [4]. This research managed to create a tool that analyses all the components in a web page and compares it against a set of pre-defined guidelines by professional organizations. The tool also suggests possible enhancements to the web interface.

There’s a plugin developed for Microsoft Visual Studio IDE to evaluate ASP.NET websites during development [5]. This tool compares a designer’s code against a set of guidelines recommended by a set of international organizations that promote web standards.

Another research has delved deep into tracking a user’s interaction with a website, through the use of javascript injected into the page itself before it is delivered to the user [6]. This research has made sure that it does not affect the user’s experience in any way while the evaluation is in session.

In 2016, a research was conducted to utilize logging tools to capture user interactions with a website, remotely [7]. These log data were presented in a timeline format to support easier usability expert analysis.

A recent research was conducted in which users were required to provide direct responses as to how their experience was when doing a certain task [8]. This was done by presenting a set of emoticons faces to the user and allowing them to choose how their experience was.

3. METHODOLOGY
The AUXM system is comprised of several components, that communicate with each other. There are four major components of the system.
- Context Analyzer
- GPU Accelerated Facial and Speech Emotion Detector
- Problem Deducer
- Solution Provider

Before delving into the details of these components, the functioning of the entire system, as a whole must be described. The process starts with the “Designer Client”. The Designer Client is the software created for the developers/UI designers to interact with the AUXM system. The first thing to do with the Designer Client is to feed the user interfaces into the system. The AUXM system only accepts html files. Once these files are fed into the system, the system will then analyze these files, and “describe” each and every interactable element in them. This is termed “Context Analysis”, where each element is given a “context”. The context analysis occurs just as the files are added to the system. Once the files are added to the system, the designer may link the files, specifying how to reach other files through each file. Once the files are linked, the designer may then provide the “task list” into the system. The task list is the list of tasks a test user would be expected to complete. After that, the designer creates an “action sequence”, where they feed the set of actions required to complete each task that’s given to the test users to complete. This is done by the developer performing each task, and recording the “correct/expected” set of steps required to complete a certain task. Once all of these steps are completed, the designer may then invite specific users to test the user interfaces fed into the system. The designer may specify which
users should receive the invitation by using their email addresses, or by selecting them from a list of preregistered users. The designer may even publish the interfaces to the “public domain”, where any registered user can choose to take part in the testing.

In the case of inviting a user that is not already registered in the system, an email will be sent to them. The email will contain a link to download the necessary software (The “user client”), and a link to the registration page of AUXM. The test user may then click a link provided with the email, to download the “user client”, which is a software created to allow testing, and recording the interactions of users. Once the software is installed, the user may then log in, using their respective credentials. After logging in, the user will then see the system to be tested listed down in a menu. The user can select the required project, and then they would be provided with a list of tasks that they are expected to complete. Before the user proceeds, they will be given the options to adjust their inputs to optimal levels (web cam feed, audio, lighting, etc.). The user may then proceed and attempt to complete all the tasks provided. The system will record all of the user’s interactions during those tasks, and will encourage the user to implement the think aloud protocol if they get stuck. The system will also provide hints as to how to proceed, if the user gets stuck for too long. Once all the tasks are completed, with, or without issues, all the recorded user interaction data will be uploaded into the system. This concludes the testing, and the tester can choose to keep the software in their machines, if they intend to partake in future tests.

Once a test has been concluded, the client application will generate the transcript for the session using the recorded audio and script deviations and input events. Afterwards the transcript, as well as the recorded audio, video, emotion and input data, will be compressed into a single package in order to reduce file size. The video and audio recordings are not uploaded to the system, only the data extracted from them are stored. The resulting compressed archive will be uploaded to the server. Once uploaded, it’ll be analyzed, and the system will attempt to recognize what kind of design fault caused the user to get stuck, or do the tasks incorrectly. After associating a possible cause for a flaw, and pin pointing the violating element, the system will then pass the findings to the “solution provider” component which will use the retrieved data to provide possible solutions to fix the recognized design fault.

The system will then analyze the possible causes for the design faults, and access the system’s databases to find user interfaces that have similar elements, but without any usability faults in them. These are termed “good/valid designs”. These valid designs should be fed into the system separately via qualified individuals. To find similar elements the “contexts” generated, will be used. Once similar elements are found, the system will provide valid designs that can be applied to the current violating interface, to the designer. This will be done via the “designer client”. Once the designer is provided with the list of applicable fixes, they may select one. The system will then change the violating element to resemble the one in the suggested fix, and show the designer how it would look like, when it is fixed. If the designer is satisfied, they may save the changes to the file. If not, the designer could just observe how the fix would affect the element, and choose to manually change the interface.

Once the designer applies the suggested fix to their design, they may resubmit the pages to be tested again, and the process will begin once again. This however would be the “next iteration” of the test. The designers can go through any number of iterations, fixing recognized faults and changing the design however they fit, until they settle with a design that have no design faults, or at least, an acceptable level of usability. The four major components of the AUXM system will be described in detail below.

A. Context Analyzer

The AUXM system gives solutions to fix certain elements that have design faults in them. This is done by finding designs with elements similar to the elements that have design faults in them. There is no conventional way to find “similar” elements across different web pages. Even if two similar web pages were to be compared, the elements within them could be in different places, or added in different ways into the web page. There is no “one correct” way to create a web page, and as such, web developers need not follow a single procedure and structure when creating web pages [9]. Due to this, pin pointing elements of similar nature becomes problematic. Similar elements do need to be recognized in order for the AUXM system to provide solutions to fix the faults in an element that has design flaws in it.

The context analyzer uses the neighboring elements of the target element to describe it (to give it a “context”). A similar research was done in 2003 [10], where an entire web page was described using certain html tags in the page. The context analyzer works similarly, but instead of describing the entire page, the procedure is used to describe individual elements of the web page. The context analyzer primarily focuses on the terms appearing around an element. A research was done in 2012 , where a cluster of web pages was described using the terms appearing in the web pages. The context analyzer acts similarly, but uses the terms, not to describe a cluster of web pages, but to describe a single html element.

When a html file is provided into the system, the context analyzer parses through the entire file, and extracts a set of elements. These elements include <a>, <input>, and <button> tags. Then, each of these extracted tags are analyzed

![Fig. 2: Pseudo code of context analyzer](image-url)
individually, extracting the attributes of the tags such as the name, id, placeholder, value, and innerHtml. Not all the elements have all of these attributes, but what is present is extracted. These extracted attributes are analyzed to see if the words have meaning. A developer can choose to give a randomly generated Id to an html element as opposed to a meaningful name. For example, “xyz” as opposed to “frame”. If the textual information is not meaningful, the attribute extracted is discarded. A key word recognition library was used to check for important words, and from those words, only the meaningful words are considered. This allows the recognition of important words in a text, and to recognize words that really have a meaning, which can be used to describe an html element.

Once the attributes are analyzed, the context analyzer will then move outside of the html element, and seek out elements around the target element that can be used to describe it. The neighboring elements considered are <p>, <sh>, <label>, <font>, and normal text. The textual information retrieved by these are again analyzed in the same way as the attributes, to determine if the data is with or without meaning. The context analyzer will continue to seek out elements till it reaches the <body> tag, or another interactable element (<input>, <a>, or <button>), extracting the textual information of all the elements that it analyzes.

All of this textual information gathered from analyzing neighboring elements, and the target element itself, is then made into a list of terms and phrases. This list of words and phrases is what describes the element, i.e. – the context of the element. When finding “similar” elements, during the solution generation of the AUXM system, this list of terms (context of an element), is matched against other lists, to find the closest resemblance. If two contexts (lists of describing words) are similar to a certain extent, the web pages containing those elements will be selected to be offered as possible solutions for the designer of the user interface.

B. GPU Accelerated Facial and Speech Emotion Detector

The emotion detector component of the AUXM system test client consists of a machine learning classifier that has been trained to detect human emotions. Unlike earlier implementations [22] [23] [24], it is entirely comprised of convolutional neural networks (CNN). This classifier considers both facial and speech emotion, thus it consists of two separate classifiers internally. For increased performance of the testing and classification processes, GPU acceleration is utilized.

All CNN architectures are implemented using Caffe: a well-known open source deep learning framework developed at UC Berkley [25]. Since the AUXM system is a consumer application, it must run across a wide range of CPU/GPU hardware. Caffe offers GPU acceleration through Nvidia’s CUDA framework. Since this is an Nvidia-specific feature, we have resorted to using the experimental branch of Caffe which uses OpenCL as its’ GPU compute backend. In case the primary GPU of the system is weak, the entire classification process can be performed on the CPU.

C. Problem Deducer

This component mainly consists of two sub components. They are the transcript analyzer and intelligent problem deducer. Transcript is being generated by the user client application. Usability problem analyzer will extract keywords using natural language processing techniques. Then a sentiment analysis will be conducted. Apart from these data, front end application is also sending emotion data of the user using video and audio streams. When this system identified an unfavorable user action, it will retrieve required data related to that particular time period and will process them as mentioned above. At the end system will return identified/possible causes for that particular unfavorable user action.

D. Solution Provider

Solution Provider is the component that will generate the solutions by looking at the good designs that provided by the context analyzer. In here it will only change the color and sizes of HTML elements because it’s not a good method to replace the HTML element in the document, it can break the original design of the HTML document or the context of the element that is taken from the good design can be different to the original element (problematic element).

It uses two methods to generate a solution. In first method it just extracts color and the size CSS attributes of the element by using XPATH and parsing CSS of the good design and then apply them to the original element.
In the second method it will get the background color of the element by using Image processing techniques. Then it will calculate the Delta-E [11] (Distance of the colors) metric using the \( dE2000 \) [12] equation that is consider the human eye’s attributes.

4. EXPERIMENTAL RESULTS AND DISCUSSION

The research produced a usable, functional product, that allows remote usability testing, and evaluations to be conducted, without a human expert evaluator. The outputs and outcomes of each research component is discussed in this section as well.

The Context Analyzer describes html elements in an efficient, and usable manner. It takes the meaningful text content from an element’s attributes and from the neighboring elements. Figure 4 shows a sample output for a “First name” field of a web page. When querying the generated contexts, only the web pages with similar, relevant fields are returned. The querying mechanism was created with the ability to take in a desired accuracy as well.

In the emotion recognition system, the facial expression component offers an average test accuracy of 98.2%. This high accuracy is attributed to the use of transfer learning where a pre-trained model is fine-tuned to work with a different database. The speech emotion classifier displays an average test accuracy of 67%. The drop in accuracy is due to the low number of training data and lack of pre-trained models. The system benefits heavily from the use of GPU acceleration where the average prediction time of the facial expression classifier in CPU mode was brought down from 350 milliseconds down to a mere 16 milliseconds on an Nvidia GeForce GTX 1070 GPU. Speech classification however does not benefit from this as the cost of transferring data from between the CPU and GPU is higher than the actual computation time since the model is relatively small.

"contextTerms" : [
    {
        "termId" : "1",
        "term" : "input",
        "weight" : 10
    },
    {
        "termId" : "2",
        "term" : "text",
        "weight" : 8
    },
    {
        "termId" : "3",
        "term" : "First Name...",
        "weight" : 8
    },
    {
        "termId" : "4",
        "term" : "First name:",
        "weight" : 6
    }
],

Fig. 4: sample context for "first name" field

Once a problematic design sent to the solution provider it will generate solutions using the methods we described above. Figure 5 is an example for a problematic design. It’s an anchor tag which is linked to the home page and the form’s submit button’s text is not visible to the user, those are the issues with this page. This page will be sent to the solution provider with the relevant XPATH and its cause details. Figure 6 shows the solution’s that generated by the solution provider. Even context analyzer didn’t send a good design to refer, solution provider still can generate a solution by looking at the background color of the element.

5. CONCLUSION

The AUXM system proves that remote user experience monitoring is possible, and that usability testing can be done without having an expert evaluator meet individual users, which is a time consuming and tedious task for all parties involved. The AUXM system theoretically allows an infinite number of users to test a set of user interfaces, all at the same time. The designer need only submit their designs to the system, it is that simple. Due to the ease at which usability testing can be done, the AUXM system has the potential to be used by software production companies to conduct any amount of user experience testing. This would give rise to other software similar to the AUXM system, which would change how usability testing is conducted in the industry today. Furthermore, because the AUXM system introduces such an easy, convenient means of conducting usability analysis, there will be a smaller chance of software reaching the market that have illogical, or unusable user interfaces.
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