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ABSTRACT

Studies have found that exposure to elevated levels of PM$_{2.5}$ concentrations, both in the long term and short term, has adverse health effects. The risk of exposure in the indoor microenvironment is higher compared to that of outdoor because people spend a significant amount of their time indoors. Therefore, to mitigate the health risks, it becomes essential to maintain indoor PM$_{2.5}$ levels. To do so, keeping an eye on the future expected concentrations is equally important as monitoring the current PM$_{2.5}$ levels. This paper talks about the development of one such model that enables us to predict the indoor PM$_{2.5}$ concentrations using Support Vector Regression. Upon development the model showed a very high value of R-square (0.98) and while testing it yielded a very low error (3.78%).
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1. INTRODUCTION

Exposure to fine particulate matter (particulate matters having aerodynamic diameter ≤ 2.5 μm; PM$_{2.5}$) has been reported to be associated with increased mortality (Pope et al. 2002; Franklin et al. 2007; Zanobetti et al. 2009; Shi et al. 2016). Epidemiological studies have illustrated that PM$_{2.5}$ affects the respiratory system, the cardiovascular system, the nervous system, and also the immune system (Koike et al. 2008; Ranft et al. 2009; Van et al. 2010; Lim et al. 20110). Besides health effects, it also disturbs the economic, and social development considerably in the long term (Cao et al. 2018). A subtle change in PM$_{2.5}$ levels might also have significant effects. A study reported that for every 10 μg/m$^3$ change in PM levels, the admission rate of coronary heart disease increased by 1.89%, occurrence of heart attack increased by 2.25%, morbidity of congenital coronary heart disease increased by 1.85%, and risk of respiratory disease increased by 2.07% (Forastiere et al. 2008). Studies in European countries have estimated nearly 4,00,000 premature deaths occur due to PM$_{2.5}$ exposure (Badya et al. 2017). In India, the present PM pollution in Delhi registered 7,350–16,200 premature deaths and nearly 6.0 million asthma attacks annually (Guttikunda et al. 2013).

These numbers corresponding to the ill-effects of PM$_{2.5}$ pollution is disturbing. Therefore, it becomes crucial to regulate the PM$_{2.5}$ levels in the surroundings we live in. A study reported by EPA suggested that an average American spends 87% of their life indoors. The number of deaths due to indoor air pollution published by the World Health Organization (WHO) touches nearly 3.8 million annually (WHO, 2019). Thus, indoor microenvironments become one of the most critical sites for PM monitoring.

In addition to monitoring the current PM$_{2.5}$ levels, it is equally important to keep a close eye on future expected concentrations. This is because a forecast close to the observed value would help people to access the forthcoming variation in the levels and thereby prepare accordingly. However, not many studies have been reported in this regard. To fill in this gap, the current study aims to propose a methodology to predict future indoor PM$_{2.5}$ concentrations using Support Vector Regression. This would benefit people with knowledge of future expected exposure patterns and help considerably to mitigate the risks associated with exposure.

2. MATERIALS AND METHODS

2.1 PM$_{2.5}$ measuring sensor

A low-cost portable PM measuring sensor, Sensiron SPS30, is used in this study to measure the PM$_{2.5}$ concentrations. SPS30 counts the number of particles by employing a light scattering technique. The intensity of the light scattered after it incidents on an aerosol particle is proportional to the size of the particle. In this way, the sensor counts the number of particles in different size bins. The number concentration is then converted into mass concentration by assuming an appropriate density of the aerosol.
SPS30 was particularly selected because it comes pre-calibrated using potassium chloride salt particles and the TSI DustTrekTM DRX Aerosol Monitor 8533 as a reference (Sensiron, 2018). The technical specifications of the sensor are listed in Table 1.

Table 1: Sensiron SPS30 specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Requirements</td>
<td>4.5-5.5 V, &lt;60mA</td>
</tr>
<tr>
<td>Range of the instrument</td>
<td>1-1000 μg/m³</td>
</tr>
<tr>
<td>The lower limit of the sensor</td>
<td>0.3 μm</td>
</tr>
<tr>
<td>Minimum scanning interval</td>
<td>1 sec</td>
</tr>
<tr>
<td>Dimensions</td>
<td>40.6 x 40.6 x 12.2 mm</td>
</tr>
</tbody>
</table>

However, SPS30 does not come with an in-build data storage unit. Hence to log the data, it is interfaced with a Raspberry Pi4 using I2C communication. Raspberry Pi4 is a single-board computer with a Quad-core 64-bit ARM-Cortex A72 processor running at a bandwidth of 1.5GHz (Raspberry Pi, 2019). It comes with an in-built ram of 4GB and supports external ROM using a micro-SD slot. Python code is written to read the output of the I2C communication and store it into a text file. The setup of the SPS30 and the raspberry pi is shown in figure 1.

![SPS30 connected with Raspberry Pi4](image)

This setup was placed in a single-occupancy indoor microenvironment in Chennai, India to measure PM$_{2.5}$ for a duration of 24 hours. The sampling interval of 5 minutes was chosen for the study.

2.2 Prediction Model
The prediction function proposed is expressed in Equation 1.

Where (PM$_{2.5}$)$_{T}$ is the current PM$_{2.5}$ concentration

$$\text{(PM}_{2.5}\text{)}_{T+1} = f(\text{(PM}_{2.5}\text{)}_{T}, \text{(PM}_{2.5}\text{)}_{T-1}, \text{(PM}_{2.5}\text{)}_{T-2}, \text{(PM}_{2.5}\text{)}_{T-3}, \text{(PM}_{2.5}\text{)}_{T-4})$$

(Equation 1)

Here, the future to-be-predicted PM$_{2.5}$ value is expressed as a function of current and previous four interval’s PM$_{2.5}$ concentration.

The function is however not of a known kind. Hence, a non-parametric regression, Support Vector Regression (SVR) (Smola et al. 2004) is used. SVR finds a function $f(x)$ which is at-most $\epsilon$ deviation from observed values in the training data set, at the same time tries to make the function as flat as possible. To do so, SVR uses kernel functions. In this study, a linear kernel is used. The function for linear SVR takes the form,

$$f(x) = w \cdot x + b \quad \text{where } w, b \in R$$

(Equation 2)

The flatness of the function means a smaller value of $w$. This function $f(x)$ for linear SVR is determined by solving the optimization problem given in Equation 3.
\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| w \|^2 + C \left( \sum \xi + \xi^* \right) \\
\text{subject to} & \quad y_i - w^T x_i - b \leq \epsilon + \xi \\
& \quad w^T x_i + b - y_i \leq \epsilon + \xi^* \\
& \quad \xi, \xi^* \geq 0
\end{align*}
\] (Equation 3)

Where \( \xi, \xi^* \) are the slack variables, introduced to avoid infeasible optimization. The constant \( C \) determines the tradeoff between the flatness and \( \epsilon \). The solution of the optimization problem determines the function which is used for prediction. In the current work, the SVR model is developed in the regression learner app in Matlab.

3. RESULTS

3.1 Training

The collected data was divided into two sets, training, and testing. The training set comprised 75% of the data and the rest formed the testing set. Data from the training set was used to build the SVR model. To avoid over-fitting fivefold cross-validation was enabled while training. The Response plot of training is shown in figure 2.

![Response plot of training](image)

**Fig. 2: Response plot of training**

The adjusted R-squared value of the model is 0.98, which indicates that about 98% of the variability in the data can be explained by this model.

3.2 Testing

The developed SVR model was tested for the rest of 25% of the data. The comparison of the actual value and the predicted value is represented in figure 3.

![Comparison of predicted vs. actual PM\(_{2.5}\) concentration for the test data](image)

**Fig. 3: Comparison of predicted vs. actual PM\(_{2.5}\) concentration for the test data**
Mean Absolute Percentage Error (MAPE) and Root Mean Squared Error (RMSE) are used to quantify the performance of the model. Mathematically,

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{|Y_i - \hat{Y}_i|}{Y_i} \right)$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}$$

where $Y_i$ is the observed value and $\hat{Y}_i$ is the predicted value.

The MAPE for the testing data is 3.78% and the RMSE is 0.44µg/m³. The low values of MAPE and RMSE while testing indicates a good functionality of the prediction model.

4. CONCLUSION
This paper proposes a model to predict indoor PM$_{2.5}$ concentrations. The proposed model is developed using Support Vector Regression (SVR) with current and past four observed PM$_{2.5}$ values as input. A very high value of adjusted R-square (0.98) is observed while training the model. Upon testing, the forecasted values were found to be close to the observed values. The Mean Absolute Percentage Value (MAPE) observed during testing was 3.78% and Root Mean Squared Error was 0.44 µg/m³. A high value of adjusted R-square and low values of MAPE and RMSE suggests that the proposed model using the selected inputs and SVR articulates an outstanding performance for PM$_{2.5}$ predictions.
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