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ABSTRACT 
 

The individualistic characters of the human face can be 

extracted by face recognition. The human face detection and 

recognition finds a major role in the application as video 

surveillance, face image database management. Face 

recognition is a simple and agile biometric technology. This 

technology uses the most obvious human identifier to the 

face. The face recognition finds its application in security, 

health care, criminal identification, places where human 

recognition is the necessity. With the advancement in 

technology, the extracting features of the human face are 

become simpler. This paper discusses on a different algorithm 

to recognize the human face. The purpose is to identify the 

criminal face and retrieve the information stored in the 

database for the identified criminal. The process is 

categorized into two major steps.  First, the face is extracted 

from the image, distinguishing factors in the face are 

extracted and stored in the database. The second step is to 

compare the resultant image with the existing image and 

return the data related to that image from the database. 
 

Keywords— Cascade face recognition, Face feature 

extraction, Haar, OpenCV 

1. INTRODUCTION 
Biometrics is a technology that uses the unique patterns of 

physical or behavioural traits of human for authentication or 

identification. The advancement in biometric technology is 

bringing in the biometric scanners onto smartphones and other 

affordable devices. There is also an increasing number of 

services and applications that require high security and smooth 

customer experience. Biometric technology is replacing 

traditional authentication methods [1]. One of the advanced 

methods of biometric is facial recognition.  

 

For identifying a person face is the decisive part of the human 

body. Face distinguishes a person. Facial recognition is a 

challenging problem that finds application for authentication in  

 

banking services, security systems [2], searching, identifying 

personal among others. A human can easily recognize the face, 

for the computer it requires an entirely different process. 

 

Face acknowledgement is an errand that people perform 

routinely and easily in their day to day lives. The wide 

accessibility of amazing and minimal effort - work area and 

inserted registering frameworks has made a tremendous 

enthusiasm for programmers to prepare computerized pictures 

and recordings in various applications, including biometric 

confirmation, observation, human-PC association, and sight 

and sound administration. Innovative work in programmed face 

acknowledgement pursues normally. A face recognition system 

is expected to identify faces present in images and videos 

automatically. It can operate in either or both of two modes: (1) 

face verification (or authentication), (2) face identification (or 

recognition). Face check includes a coordinated match from 

grayscale image (black and white) against a format face 

(datasets) picture whose feature is being extracted. Face 

recognizable proof includes one-to-numerous matches that 

think about an inquiry face picture or video against all the 

format pictures in the database to decide if it matches. Another 

face acknowledgement situation includes a watch-list check, 

where an inquiry face is coordinated to a rundown of suspects 

(one-to-few matches). 

 

The research in facial recognition is motivated by enormous 

real-time applications that can make the traditional 

identification system smooth and easy. The face recognition 

motivates the researcher by throwing the fundamental 

challenges for recognizing the faces. The simple and easy 

approach to identification has made facial recognition as the 

primary biometric technology. The importance of the technique 

owed to easily accessible digital cameras and increased demand 

for security. The advantage of facial recognition over other 

biometric technologies is that it is natural, nonintrusive and 

easy to use [3]. 
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2. FACIAL RECOGNITION 
2.1 Categories for Facial Recognition 

The facial recognition can be carried out in one of the two 

methods as Geometric that is feature based or Photometric that 

is view based. 

 

2.1.1 Geometric: This method uses the geometrical 

relationship between the facial landmarks. It finds the spatial 

configuration of the features on the face. This method 

recognizes the features of the face like eyes, nose, mouth and 

eyebrows. It learns the location of these features. The faces are 

uniquely identified by determining geometrical distance and 

angles between the features [4]. 

 

The process of the geometric approach to facial recognition is 

as follows. It marks the points at the prominent parts of the face 

as on eyes, nose and boundary of the lips. Further, only these 

points are considered, geometrical distance is calculated 

between these points to uniquely identify the face. 

 

2.1.2 Photometric stereo: This method uses several 

photo/image of a person taken under different lighting 

conditions and taken from a different angle. Then recover the 

shape of the face by a gradient map. This image is made up of 

an array of the surface normal. 

In photometric stereo approach, multiple images of the same 

face are considered to gradient map, to determine the single 

image. 

 

Out of these two approaches, the implementation of a 

geometric-based approach to identify and detect face is 

discussed in this paper. Both of these are efficient in terms of 

recognizing faces. When dealing with only software, the 

geometric method is the best option for openCV. [5,6,7] 

 

Haar feature is used to identify the object it deals with only 

faces to be extracted. Haar cascade algorithm includes four 

stages: 

(a) Haar Feature Selection 

(b) Creating Integral Images 

(c) Adaboost training 

(d) Cascading classifier 

 

This algorithm requires a lot of positive and negative images so 

it extracts the face images to a grayscale image. The grayscale 

image extracts feature from it. A Haar feature extracts adjoining 

rectangular in all particular area of detection window and 

ascertains the contrast between these entries. There will be a 

different feature like an edge feature, line feature, four 

rectangle feature that is landmarked in the face. The distance 

between eyebrows will be line feature and the lower eye will be 

an edge feature, though different possible sizes and location of 

each kernel are used. Sometimes it becomes irrelevant for 

applying on cheeks or any other place so this is achieved by 

AdaBoost[8,9,10,11,12]. 

 

2.2 Face Detection 

A human can detect the face naturally. For a computer, it is a 

tough task for recognizing and detecting the face. A computer 

requires data in the form of a finite number of elements each 

having a particular location and value. The values are in terms 

of pixels, bit image, picture element.  These elements form the 

prerequisite to detect the face. 
 

Face detection involves separating image windows into two 

classes, faces and non-faces. For face recognition first, perform 

the feature extraction. Facial feature extraction is performed as 

texture based or shape based. Texture-based methods consider 

the local texture, using the pixel values around the specific 

feature point. Log Gabor wavelet network, neural-network-

based eye feature detector, hierarchical 2-level wavelet network 

are some of the texture based facial feature extraction 

algorithms. The shape-based facial feature extraction 

algorithms are direct appearance model, active wavelet 

network, component-based with 3D morphable models. There 

are some hybrid techniques which use both textures based and 

shape based techniques developed such as AdaBoost with 

shape constraints, elastic bunch graph matching. The OpenCV 

based face detection use this hybrid technique specially 

AdaBoost method [13,14]. 

 

The process of face detection can be divided as:  
(a) Pre-processing:  Images are processed before classification 

to reduce variability in faces. Only the positive frontal face 
images are used for classification. It compares the difference 
between dark edges and white edges of faces. Using the 
standard algorithm the processed images are corrected. 

(b) Classification: For classification, the OpenCV uses neural 
networks to classify the images as faces or no faces by 
training on these examples. To optimize the results different 
network configurations are experimented with. 

(c) Localization: The OpenCV uses a trained neural network to 
search for faces in an image. If the image is present localize 
them in the bounding box.  

 

The input received from video, images or webcam is passed 

through the preprocessing. 
 

 
Fig. 1: Overall process 

 

The feature extraction is done using the localization to identify 

the exact face. Figure 1 shows the overall process for 

identifying and recognizing the face. Face Recognition finds its 

application in the field of identification, authentication, 

security, surveillance system, human-computer interaction, 

psychology and so on.  

 

2.3 OpenCV 

OpenCV (Open Source Computer Vision Library) is a library 

of programming functions mainly aimed at real-time computer 

vision. Classifier gives the differences between positive and 

negative image where the positive image is for face and the 

negative image is for non-face image. OpenCV trains the 

classifier on any desired face as set in the program and provides 

two pre-trained and ready for implementing face detection 

classifier. 

 

 Two files haarcascade_frontalface_alt.xml and 

haarcascade_eye are used for detecting face and eye 
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respectively. The other feature provided by OpenCV is LBP 

(Local Binary Pattern) cascade classifier which is local binary 

patterns that train the grayscale image of hundreds to 

thousands. LBP looks at every 9 pixels of 3 × 3 window. 

Compare the central pixel with the value of surrounding 8 

pixels. For each pixel that is greater than the central pixel 

value, is replaced by 1 and for smaller, it sets the value to 0. 

Finally, it creates the block histogram to form one image and 

one feature image converts it into a yml format for further 

recognizing the face. 

 
Fig. 2: Face detection process 

 

Figure 2 gives the layers of the learning and detecting the 

features of the face. 

 

3. IMPLEMENTATION 
The criminal face identification is implemented by extracting 

the face from video or image, identify the face. The face is 

searched in the database to look for the details about the 

criminal. If the information about the face is not available user 

is prompted to add/update description about the face to the 

database. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Face matching Process 

 

The diagram as given in figure 3 describes the face recognition 

process and matching the faces in the database. 
(a) Registering new criminal: This is the first step of 

implementing face detection as the criminal face with id, 
name, age, gender and crime committed is registered to the 
database. The data are collected in SQL Studio that gets 
converted into the .db format.  

(b) Each face is given a unique ID, as the faces are recognized 
using the ID by the program.  

(c) Face detection: Once the image is received the model 
checks the presence or absence of face in the image. Once 
face is detected its location is localized and only face 
image is extracted. 

(d) Preprocessing Images: Processing the features that are to 
be extracted, for improving the rate of recognizing the face. 
The facial image is cropped and is resized at lesser pixel 
value. Ascertain images contain disturbances it will be hard 
to train in LBPH, results in the inaccurate histogram.  For 
this reason, the prepossessed image is normalized to get the 

uniform grey level and filtered to extract the preprocessed 
image. 

(e) Feature extraction:  The performance of the entire system 
depends on this step. Different facial features are extracted 
using different Haar cascade classifier. Grayscale images 
from this step used for identification of the criminal and 
train the model. 

(f) Training: In this step, the feature extracted images 
(grayscale images) are used to train the model. The model 
can even use the webcam images for training. During the 
training period the unique id, name, age and crime is given 
by the user for each image.  

(g) Classification and decision: In these two steps, the system 
must declare the identity of the criminal who appears before 
them without any a priori knowledge about it. To 
accomplish this task, this model affects the extracted feature 
of his face to a class from those learned. Each class is 
associated with an identity. These two steps are executed 
only in the recognition module. 

(h) Gray Scale Image: The input from video or camera is 
converted into grey images. RGB colour value ranges from 
0 to 255 (24 bit) but grayscale value comprises of 8bits 
which is used to classify white and black image faster and 
accurate. RGB (9,9,9) will become black and RGB(1,1,10) 
will become white. 

 

3.1 Flow Diagram  

The flow diagram given in figure 4 describes the complete 

process. The image is received from the camera or from the 

video.  

 
Fig. 4: Flow diagram of the model 

 

Only the face image is extracted, preprocessed, grayscale 

images are generated. The grayscale images are used for 

training the model. The trained data are stored as the .yml file. 

The .yml files are used to compare the faces stored in the 
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database to extract information about the face. The new face 

then the details about the face is entered into the database. 

 

3.2 The structural algorithm of the model  

3.2.1 Face detection and recognition 

Step1: Import cv2 library  

Step2: Import sys library  

Step3: Declare the image path  

Step4: Declare the cascade path  

Step5: Create the cascade classification from cascade file  

Step6: Read the image  

Step7: Convert image to grayscale 

Step8: Detects the face  

Step9: Print total faces and labels  

 

3.2.2 Training function 

Step1: Get the directories in the data folder  

Step2: List all subject faces   

Step3: the list to hold labels for all subjects  

Step4: Browse each directory and read images within it 

Step5: Build path of the directory containing the image  

Step6: Build path of the directory containing images for the 

current subject  

Step7: Get the image names that are inside the given subject 

directory  

Step8: go through each image name, read the image  

Step9: Detect face and add a face to the list of faces   

Step10: Build an image path  

Step 11: Read image  

Step12: Display an image window to show the image  

 

The above two algorithms are used to detect, recognition and 

train the model.  

 

3.3 Implementation  
The Haar-cascade feature extraction will be imported into the 

OpenCV python code. The Haar cascade classifier contains 

different libraries to indent and detect the faces, emotions, eyes, 

nose, and chin from the faces. For face detection and eye 

feature extraction library of the Haar cascade classifier is used.  

 

First, train the model using video frames or webcam. Using 

crime scene CCTV camera footage, train the model and detect 

the faces from it. If the criminal’s face is not in the criminal 

information database then, the criminal face and details about 

criminal and crime scene will be stored into the database with 

the new entry. Every criminal entry will have a unique id. The 

name, gender, age and crime are also stored in the database. 

From the input source, the face detection is done using four 

coordinates. Then the detected faces are converted into the 

grayscale images and saved into the yml file. This entire yml 

file will be checked while facial recognition. Using the 

different coordinates of faces and grayscale images the model 

will be trained.  

 

After getting new CCTV footage, the model runs the face 

detection algorithm in it. It extracts the faces from it then it 

compares the face coordinates and grayscale images from the 

trained file which contains the grayscale images of the 

criminals. 

 

4. RESULTS 
The match in the yml image in the image in the database is 

found the description about the face is displayed on the screen. 

In figure 5, the input from the webcam was given after training 

the datasets that were provided by the user. 

 
Fig. 5: Recognizing the face model in web-camera 

 

For this input, the model identifies the face of criminal and 

gives the information (name, age, gender, crime) about the 

criminal the same as above but from web camera. 

 

When a new face is detected, which do not have the match in 

the database the description about the face to be entered and 

stored.  

 

 
Fig. 6: Entry of criminal description in database 

 

Figure 6 gives the screenshot of entering the description about 

new face when a new criminal face is detected and added to the 

database. The authorized user enters this information about 

criminal along with the source of input. This can further be 

used to create datasets to train the model (.yml).   

 

5. CONCLUSION 

When the witness is available, at the crime incident, it is easy 

to identify the criminal using sketches and other evidence. But, 

when a crime happens without witness then, the facial 

recognition system can be used to identify the criminals. These 

models are very useful to find out the criminal after the crime. 

The system recognizes the criminal, useful to prevent the 

crime. Limitations of the system are that most often criminals 

do not face the camera/avoid the camera.  The exact face can be 

analyzed by extracting the smaller features of the face such as 

depth of the eye. 
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