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ABSTRACT 
 

Agriculture is the backbone of our country for economic 

growth and it depends on selecting the crops, weather 

conditions, soil classification, marketing price, etc. In an 

economy where most of the produced food is from agriculture, 

selection of crops plays an important role. In light of the 

decreasing crop produce and shortage of food across the 

country which also has been a consequence of bad crop 

selection and thus, leading to increasing farmer suicides. So 

that we suggest one method which would help the farmers in 

selecting the crops in order to maximize the yield by summing 

up the analysis of all the affecting parameters. These affecting 

parameters can be economical, environmental as well as 

related to yield in nature. Selecting and maintaining suitable 

crops for maximum profit involves a sequence of tasks. These 

tasks should be carried out with basic knowledge and 

experience. The crop advisor expert system then suggests with 

a consultation with the farmer (through a graphical user 

interface) a suitable agricultural crop that can be grown in a 

land unit with reasoning. 
 

Keywords—  Economical growth, Selecting the crops, Weather 

conditions, Soil classification, Marketing price, Crop advisor, 

Demand of the crop 

1. INTRODUCTION 
Agriculture plays an important role in the economic growth of 

the country. Basically, the crops were depending on the soil 

classification and demand in the Market for the crop. Most of the 

farmers they know when to grow where to grow and how to grow 

but they don’t know that grown crops will be getting the good 

yield so In our country population was more and dependency on 

agriculture is also increases then affect the economic growth. In 

this situation, we have to focus on increasing the crop yield rate. 

Before, if we want to grow a crop, we consider certain 

approaches like seed quality, crop hybridization, use of fertilizer 

etc. to increase the yield rate. But this approach is not enough so, 

here we used a method called crop selection method to increase 

the net yield rate of the crops. Many research is being carried out 

on agriculture planning where the ultimate motive is to obtain an 

efficient and accurate model for prediction of crop yield, 

classification of the crop, classification of soil, prediction of 

weather, prediction of crop disease. 
 

Some of the widely used machine learning predicting techniques 

are artificial neural network, Support vector machines, random 

forest, k-nearest neighbours, linear regression and boosting 

techniques. Out of these techniques boosting techniques (eg. 

Regularized Greedy Forest, GBDT) are still not used in 

prediction crop yield. 
 

In this research, a study on a few machine learning techniques 

are carried out and comparative analysis is presented. 
 

1.1 Artificial Neural Network (ANN)  

An artificial neural network is an information processing models 

that are inspired by the way biological nervous systems, such as 

the brain, process information. It uses processing of the brain as 

a basis to develop algorithms that can be used to model complex 

patterns and prediction problems. ANNs are considered as 

nonlinear statistical data modelling tools where the complex 

relationship between inputs and outputs are modelled or patterns 

are found. 
 

ANN is a connected network where the processing units are 

interconnected which can be used for the further analysis.so the 

processing units takes the input from the earlier processing units 

and transfer output for other processing units. ANN is used for 

classification and prediction. Weights in ANN are generated 

such that the outputs depend on the actual inputs and the internal 

state of the network. Multilayered perceptron and deep learning 

are the widely used topological techniques of ANN to implement 

neural networks for prediction of crop yield. 
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1.2 Support Vector Machine (SVM)  

In machine learning, support vector machines are supervised 

learning models with associated learning algorithms that analyze 

data used for classification and regression analysis. The crop 

yield prediction which is used from the support vector machines 

is called support vector regression. The main objective of a 

support vector machines technique is to obtain the non-linear 

function using kernel function.  

 

Using the linear function in large input sample space and 

optimization of complex problems are difficult, to avoid these 

difficulties support vector regression is used and the complex 

problems are transformed into simple linear function 

optimization. 
 

1.3 K-Nearest Neighbors (K-NN) 

K-nearest Neighbour is a non-parametric method used for 

classification and regression.  In both cases, the input consists of 

the k closest training examples in the feature space. The output 

depends on whether K-NN is used for classification or 

regression. 
 

K-NN is one of the simplest machine learning technique. When 

a new situation occurs, it scans through all past experiences and 

looks up the k closest experiences. Those experiences are what 

we call the K nearest neighbours. In this K-NN technique, it 

holds all the previous data sample space while predicting the 

target value of the new input sample data predictor. 

 

1.4 Linear Regression 

Regression is a method of modelling a target value based on 

independent predictors. This method is mostly used for 

forecasting and finding out cause and effect relationship between 

variables. Regression techniques mostly differ based on the 

number of independent variables and the type of relationship 

between the independent and dependent variables. 

 

 
Fig. 1: Linear regression graph 

 

Simple linear regression is a type of regression analysis where the 

number of independent variables is one and there is a linear 

relationship between the independent(x) and dependent(y) 

variable. The red line in the above graph is referred to as the best 

fit straight line. Based on the given data points, we try to plot a 

line that models the points the best. The line can be modelled 

based on the linear equation shown below. 

 

𝑦 =  𝑎_0 +  𝑎_1 ∗  𝑥      ## Linear Equation 

 

The motive of the linear regression algorithm is to find the best 

values for a_0 and a_1. 

2. PROPOSED WORK 
In India as per the survey was done in 2011, 61.5% of the 

population depends on agriculture (from 2011 to now population 

is rapidly increasing dependency on agriculture also increases. 

 

Due to the informal practice of agriculture farmers are not getting 

proper yield.  This leads to the shortage of food and it also affects 

economic growth. But nowadays, though the farmers are using 

advanced technologies they are getting maximum yield. But they 

are not getting demand.  Farmers never had an idea about 

whether the cultivated crop will have more demand or not. 

 

 
                           Fig. 2: System architecture 

  

In the given above architecture, the system will carry out to 

perform the yield and demand prediction and give the suggestion 

to the farmers whether to cultivate the right crop or not. In our 

paper, we have made into two sections one is for the government 

purpose (admin) and another for the farmers (user) to know the 

crop has to grow in their land. 

 

In the admin section, it controls all the details of the farmers 

including Aadhar number details and land details with phani. We 

will be having 10 years of a dataset of the crop which is 

distributed in a district wise crops and seasonable crops.  By 

using data mining technique we will predicting the crop yield 

and for the particular yield whether the demand is there or not in 

the market price will be predicted.  Whereas in the farmer's 

section that crop suggestion will be done based on the user 

selecting the crop and suggesting that crop can be cultivated.  

   

3. MODULES  
3.1 PHANI registration 

In this module, admin can add the former land information 

details like Aadhaar number and survey number of the land and 

Number of Acers Land. 

 

3.2 Upload the dataset 

In this module, an admin will upload the previous 10-year dataset 

like  

 vegetable demand,  

 crops demand  

 vegetable yield dataset monthly wise    

 vegetable demand dataset monthly wise 

 District wise crops data season wise(Kharif, Summer, Winter)  

 

Admin will upload all the above datasets using the Excel API  

 

3.3 New demand calculation process 
In this module we predicting the Yield from Yield Dataset Using 

the Linear Regression Technique Let NYLD and No acres 

former going to cultivate NACR and calculate the new demand.  
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𝑁𝑒𝑤𝐷𝑒𝑚𝑎𝑛𝑑1 = 𝑁𝑌𝐿𝐷 ∗ 𝑁𝐴𝐶𝑅 

 

3.4 Demand prediction process 

In this module we predicting the demand From Demand Dataset 

Using the Linear Regression Technique Let NewDemand2. 

 

3.5 Land suggestion process 

We are comparing the NewDemand1 and NewDemand2 if 

NewDemand2 is greater than NewDemand1 admin will give 

permission to cultivate. 

 

4. RESULTS     

 4.1 Input  

 The area (land information) with size should be given as the 

input and the crop name. 

 Information on the current market rate and demand.   

 

4.2 Output  

 It will process the datasets given and it will calculate  

 and predicate the required output as: 

 Whether the crop which is given as input is correct or no will 

you get proper yield?  

 How much land should be kept for that particular crop?  

 How much will be the profit for a given crop in the given 

land?  

 Which crop will be the best crop for a particular season?   

 

5. CONCLUSION 
This paper presents a crop selection method (linear regression) 

technique to select the crop for maximizing the yield and even 

checking the crop of the demand in the market.so crop selection 

technique can increase the yield rate of the crop which is planted 

over seasons. The proposed method can resolve the problem in 

selecting the crop through influencing some parameters are soil 

classification, market price, weather conditions etc. So there is a 

need to adopt a prediction method with more accuracy and high 

performance. Through this approach farmer’s death rate can be 

reduced. 

 

6. FUTURE SCOPE 
In Future work, as we know 50% of the population is dependent 

upon agriculture. Hence our project helps the farmers to grow 

right crops. Vegetables/grains wasting can be reduced by guiding 

the farmers in a correct way during cultivation and 

simultaneously economic growth of country increases 
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