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ABSTRACT 
 

The paper presented here describes the predicted survival time 

for brain tumor patients using Magnetic Resonance Imaging 

(MRI). The accuracy is improved using the denoising wavelet 

transform (DWT) method. For this work BraTS, a dataset is 

used. MRI images are used to extract the histogram features 

so that the prediction model can be trained using the machine 

learning methods. MRI information is damaged due to the 

noise in MRI imaging. And the 2D wavelet transform was able 

to improve the results. The SVM with a 10 folds cross-

validation helps to achieve the best accuracy by Daubechies 4 

level 4 (db4-L4). With the same 10 folds, Daubechies 2 level 1 

and 3 produces better results when the age factor is removed. 

An accuracy of 66.7% is achieved with a 10 % hold validation 

method in Daubechies 2 level 3. 

 

Keywords— Denoising wavelet transform, Machine learning, 

MRI, Histogram, MRI images, Glioma brain tumor 

1. INTRODUCTION 
The most dangerous type of brain tumors are Glioma brain 

tumors and due to which the survival time of patients do not go 

beyond 2 years. The most used or renowned way to find and 

locate the size of the brain tumor is MRI or Magnetic Resonance 

Imaging. In 2017, BraTS introduced a challenge so that anyone 

can use classification or other approaches like a regression for 

estimating the overall survival time of brain tumor patients. The 

file containing the segmentation annotation or MRI modalities is 

present in each sample. This leads us to three types of patients: 

the short-termed of which have less than 10months, the mid-term 

or ones that have 10 to 15 months to survive and lastly the long-

term which have more than 15 months to live. There are various 

types of machine learning methods and also various features that 

are used to design and develop a prediction model that is based 

on the classification method. 

 

The pre-trained Alexnet that is trained by Linear Discriminant 

has helped in achieving the best classification accuracy. When 

histogram features were used the accuracy didn't exceed 40%. 

Noisy MRI images were the output of histogram distribution. 

Due to which this resulted in low accuracy. To be precise a high-

quality image is required to achieve accurate medical prediction 

and its diagnosis. As a result, the DWT method is used for  

 

improving the quality of MRI images before we use the 

histogram features. 

 

2. NOISE IN MRI DATA 
The raw MRI data were damaged due to the noise in the MRI 

System. The coils in the imaging system affected the model of 

the noise in the MRI images. In single coil system, the noise is 

presented as Rician distribution and for multi-coils or parallel 

imaging system as non-central chi-distribution. For denoting the 

raw frequency-domain measurements or K-space we use: 

 

𝐷(𝑥, 𝑦) = 𝐷𝑅𝑒(𝑥𝑓 , 𝑦𝑓) + 𝑖𝐷𝐼𝑚(𝑥𝑓 , 𝑦𝑓) 

 

The two components Real and Img are present in the inverse 

Discrete Fourier Transform of raw data in K-space and described 

as follow:  

𝑑(𝑥, 𝑦) = 𝑅𝑒𝑎𝑙 + 𝑖 𝐼𝑚𝑔 
 

The Real and Img are defined respectively as:  

 

𝑅𝑒𝑎𝑙 =  𝑠(𝑥, 𝑦) 𝑐𝑜𝑠((𝑥, 𝑦)) + 𝑛𝑅𝑒(𝑥, 𝑦) 

𝐼𝑚𝑔 =  𝑠(𝑥, 𝑦) 𝑠𝑖𝑛((𝑥, 𝑦)) + 𝑛𝐼𝑚(𝑥, 𝑦) 

 

Where the signal is denoted as s(x,y), and nRe(x,y) and nIm(x,y) 

represents the White Gaussian Noise (WGN) in the real and 

imaginary components respectively. The MRI image is a 

magnitude value of d(x,y). 

|𝑑(𝑥, 𝑦)| = √(𝑅𝑒𝑎𝑙)2 + 𝑖(𝐼𝑚𝑔)22
 

A Rician noise in MRI image is produced due to the magnitude 

of the imaginary and real part each corrupted by Gaussian noise. 

 

3. RESULTS AND PERFORMANCE EVALUATION 

There are 3 steps in the overall prediction system which are as 

follows: the preprocessing that is used to denoise the MRI 

images, next is the feature extraction in order to get the 

histogram features and finally the Machine Learning step to train 

our prediction model. The patients’ age information and the 

histogram features that were extracted from MRI images were 

combined to train a prediction model for the overall time for 

which the brain tumor affected person will survive. 
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The image is split into 4 subbands, called HH, HL, LH and LL 

subbands in the first level of decomposition. The performance of 

the trained prediction model used the accuracy measure which is 

defined as:  

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
 

 

Where TP denotes the number of true positive predictions, and 

TN denotes the number of true negative predictions; P denotes 

the number of positive samples, and N denotes the number of 

negative samples. To improve the accuracy of a prediction 

model based on denoised data, various mother wavelets 

transform with different levels, and various ML were employed. 

The best accuracy before and after implementing DWT are listed 

in table 1. 

 
Fig. 1: Histogram of the brain region in MRI images for 

samples 67, 68, and 69 

 

 
Fig. 2: The overall prediction system 

 

 
Fig. 3: Denoising MRI image using 2 level daubechies 

wavelet transform 

 

 

Table 1:  Accuracy of the prediction model based on 

histogram features with denoised MRI images by 2D WT 

 
 

4. CONCLUSIONS AND EXPANDED FUTURE 

WORKS 
The quality of the MRI images and also the performance of a 

prediction model is improved by 2D DWT for the survival time 

of the brain tumor patients. For future, we may work on bringing 

the 3D DWT instead of 2D DWT. And we can also use both 2D 

as well as 3D DWT to get better results. Apart from these 

methods, image and feature fusion techniques can be taken into 

consideration in order to improve our results. 
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