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ABSTRACT 
 

Variable and feature selection have become the focus of most 

of the research areas of application for which datasets with 

hundreds of thousands of parameters are available. These 

areas may include health risk prediction, text processing of 

internet documents, gene array analysis etc. Features 

gathered for analysis may not be completely informative; some 

may contain noise, some may require normalization or most 

of them can be irrelevant. The goal of feature selection is to 

improve predictions of predictors, provide faster & cost 

effective predictors and provide a better understanding of the 

underlying process and the data. In feature selection, sparse 

logistic regression method serves best for countably selecting 

the important attributes. The logistic loss function is included 

for sparsity purpose. The regularization parameter is 

responsible for controlling the sparsity factor. It provides the 

most effective and relevant variable selection for a specific 

model. Most of the applications where prediction is required, 

this method serves its best purpose. 
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1. INTRODUCTION  
Prediction of a specific task using the neural network is one of 

the most widely performed operations. In particular, the high 

dimensional nature of many modeling tasks in bioinformatics, 

going from sequence analysis over microarray analysis to 

spectral analyses and literature mining has given rise to a wealth 

of feature selection techniques being presented in the field. 
 

Hence, feature selection methods if applied prior to the 

prediction model will definitely help in improving the model 

performance along with accuracy. Feature selection is one part 

from dimensionality reduction which helps in reducing the 

attributes which are not required for further processing. Feature 

selection can be applied on both supervised (classification) as 

well as unsupervised (clustering) data. But here the focus is on 

supervised data where the class labels are known beforehand. 

 

2. FEATURE SELECTION 
In machine learning, feature selection is also known as variable 

selection or attribute selection. It is the process of selecting a 

subset of relevant features for prediction model construction. It 

removes various irrelevant features from the set. Feature 

selection is classified into three main categories as shown in the 

figure. 
 

 
Fig. 1: Feature selection classification 

 

A. Filter Method: Filter method selects the features regardless 

of the model used. It selects the features based on 

discriminating criteria that are relatively dependent on 

classification. Features with higher variance may get 

selected assuming they may contain useful data. Thus, 

feature variable and target variable relationship are not 

maintained. Examples of this type are information gain, chi-

square test, Fisher score, correlation coefficient and variance 

threshold. 

B. Wrapper Method: Wrapper methods select a subset of 

features and train the model using them. Based on the 

inferences, the features should be added or removed is 

decided. The problem is reduced to a search problem as 

every time new addition of features leads to training and 

cross-validating the data repetitively. These methods are 

computationally very expensive. Examples of wrapper 

methods are forward selection, backward selection, and 

recursive feature elimination.  

C. Embedded Method: Embedded methods combine the 

advantages of both filter and wrapper methods. These are 

implemented with the algorithms possessing their own built-

in feature selection strategy. Examples of these methods are 

L1 regularization (LASSO), L2 regression (RIDGE) and 

elastic regression along with regularized trees, random 

multinomial logit.  
 

So, among all the methods above embedded methods serves the 

best purpose for selecting the features. Filter and wrapper 

methods are prone to overfitting and are not applicable on a 

higher scale. Embedded methods possess the regression 

techniques which contains the loss function or regularization 

parameter which avoids overfitting of attributes and takes care 

of sparsity.  
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3. PROPOSED FEATURE SELECTION APPROACH 
For selecting only required features regression techniques are 

widely used for high dimensional data. L1 sparse logistic 

regression is used for generalized linear models and can be 

understood as adding penalty against complexity to reduce the 

degree of overfitting or variance of the model by adding more 

bias.  
 

In this process first, the estimator is trained on the initial dataset. 

The estimator used is a logistic regression, 

P (y|x) =
1

1 + exp( −𝑦 (𝑤𝑇 𝑥 + 𝑏))
 

 

Where, x is the input features, y is the class label. The training 

procedure is responsible for minimizing the loss function.  

LL(w, b) =
1

𝑛
∑ log(1 + exp (−𝑦𝑖 (

𝑛

𝑖=1

𝑤𝑇 𝑥𝑖 + 𝑏))) 

 

Then logistic loss function is used in this procedure to avoid 

overfitting of parameters and hold sparsity. 

 

Minimize       ∑ log( 1 + exp(−𝑤𝑇𝑥 .  𝑦)) +  𝜆𝑤𝑇𝑤𝑥𝑦  
 

Sparsity refers that only a few entries in a matrix remain non 

zero. L1 regression has the property of producing many 

coefficients with zero values or very small values with few large 

coefficients. Sparser solutions are good for feature selection in 

high dimensional spaces as well as for prediction speed.  
 

𝜆 is the regularization parameter which controls the sparsity of 

the model. Higher the value of 𝜆, large the number of attributes 

has zero coefficients. Then ultimately feature score is calculated 

as,  

𝑆𝑘 =  
1

𝑛
∑ 𝑤𝑖

𝑘

𝑛

𝑖

 

Hence, this methodology is applied to select relevant features 

before undergoing a prediction task.  
 

3.1 System Evaluation  

Based on the embedded methods of feature selection the 

analysis is done. In regression L1, L2, as well as elastic net 

regularization methods, are considered for comparing the 

performance results. The two factors most concerned are the 

loss function and the regularization parameter.  

 
Fig. 2: Evaluation results 

 

So, according to the table, L1 is more robust as compared to L2 

and elastic regression. L2 always produces only one solution 

and nonsparse outputs. Elastic net regularization and L1 

regularization shows approximately similar results, but as 

elastic is the combination of L1 and L2, L1 is better than elastic 

regularization. L2 is not used for feature selection purpose.  

Thus, the evaluation denotes that sparse logistic regression 

provides good prediction accuracy since shrinking and 

removing the coefficients can reduce the variance. This 

increases model interpretability by eliminating irrelevant 

variables also reducing overfitting.  

 

4. CONCLUSION  
Although various feature selection methods are available for 

selection of relevant attributes, it should be verified with correct 

measures. The goal of using feature selection initially on the 

dataset reduces the repetitive training on data and increase the 

accuracy of the model. Thus L1 sparse logistic regression is 

suited to sparser solutions.  

 

In future work, methodology combining improved logistic 

regression along with elastic net regularization can be worked 

upon. This can prove effective for grouped selection of 

parameters. 
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