Minimization of artifacts in wrist pulse signals using signal processing techniques
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ABSTRACT

Pulse pressure is a manifestation of arterial palpation of the heartbeat. Wrist pulse signal contains important information about the health status of a person and pulse signal diagnosis has been employed in oriental medicine for a very long time. This paper mainly addresses the problem of removing artifacts from wrist pulse signals. Noise is an irregular function that accompanies a transmitted electrical signal and tends to obscure it. The collected wrist pulse signals contain noise. The type of noise which the signal contains may be random noise, structured noise or physiological interference. In our paper, we have employed signal processing techniques in order to remove noise from the wrist pulse signal. Low Pass Filter (LPF) and Wavelet Transform (WT) techniques are used for this purpose. In our work, we have considered simulation and actual cases. In simulation cases, we have added noise to the signal and tried to remove it. In actual cases, we have considered the results of the simulation and implemented the signal processing techniques on actual noisy wrist pulse signals. Our work has studied the efficacy of LPF and WT techniques in minimizing artifacts in wrist pulse signals in simulation and in actual cases. Calculated mean square error for a simulated signal show that wavelet denoising has lesser mean square error than low pass filtering. Hence we have concluded that wavelet denoising is a better filtering than low pass filter.
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1. INTRODUCTION

The sudden transmission of blood resulting in an abrupt expansion of artery results in Pulse. Pulse is examined at the radial artery. These pulse signals are generally acquired on the wrist [1]. The science of pulse is called as ‘Nadi Vijnana’ (Sphygymology) [2].
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Noise is an error or undesired random disturbance in a user information signal. The noise is a summation of unwanted or disturbing energy from natural and sometimes man-made sources [3]. Noise is also typically distinguished from distortion, which is an unwanted systematic alteration of the signal waveform caused by the equipment [4] [5]. The types of noise which get added to a signal may be random noise, structured noise or physiological interference [6]. The signals obtained from the sensors contain many frequency components measured unrelated needed to be get rid of through filter circuit. The realizable filters that are in common use are the Butterworth filter, Chebyshev filter, and Bessel filter. Low order Butterworth low pass filter has rapid response, small overshoot but bad in test precision, while high order Butterworth low passes filter is good in test precision but has slow response, large overshoot and poor stability [7]. A kind of new high order Butterworth low pass filter, which the angle T is destined for a constant and the remaining poles are evenly distributed among the Butterworth circumference of the complex plane, has been put forth. The improved Butterworth low pass filter is implemented in this paper. Compared with the conventional Butterworth low pass filter of the same order, the improved Butterworth low pass filter has a more rapid response, smaller overshoot. This kind of filter can be used to enhance the test precision.

The wavelet transform and its implementation for discrete signals are reviewed briefly. A wavelet is a wave-like oscillation with an amplitude that starts out at zero, increases, and then decreases back to zero [8]. Unlike the sines used in Fourier transform for decomposition of a signal, wavelets are generally much more concentrated in time. They usually provide an analysis of the signal which is localized in both time and frequency. One of the fields where wavelets have been successfully applied is data analysis. Beginning in the 1990s, wavelets have been found to be a powerful tool for removing noise from a variety of signals (denoising) [9]. They
allow us to analyze the noise level separately at each wavelet scale and to adapt the denoising algorithm accordingly. Wavelet thresholding methods for noise removal, in which the wavelet coefficients are thresholded in order to remove their noisy part [10].

2. METHODOLOGY
2.1 Low Pass Filter
Low pass filter is a filter that allows only low-frequency signals to pass through and stops the high-frequency signals. These low pass filters are used in many signal sending/receiving systems to allow desired frequencies to pass [11]. The exact frequency response of the filter depends on the design and type of the filter. The desired filter is obtained from the prototype by scaling for the desired bandwidth and impedance and transforming into the desired bandwidth.

2.1.1 Butterworth Filter
A Butterworth filter (LPF) has a flat response in the passband and steep slope soon after cutoff (maximum flat filter) in ideal conditions [12]. This is done by combining high Q section and low Q section. Four and eight-pole Butterworth filters are commonly used. This filter exhibits a monotonically decreasing transmission with all transmission zeroes at \( \omega = \infty \), making it an all-pole filter.

The magnitude function for an Nth-order Butterworth filter with a passband edge \( \omega \) is given by:

\[
|T(j\omega)| = \frac{1}{\sqrt{1 + (\omega / \omega_p)^{2N}}} \tag{1}
\]

at \( \omega = \omega_p \) : 

\[
|T(j\omega_p)| = \frac{1}{\sqrt{1 + (1)^{2N}}} \tag{2}
\]

The parameter \( \varepsilon \) determines the maximum variation in passband transmission, \( A_{MAX} \) (i.e., passband ripple):

\[
A_{MAX} = 20\log(\sqrt{1 + \varepsilon^2}) \quad \text{and} \quad \varepsilon = \sqrt{10^{\frac{A_{MAX}}{20}} - 1} \tag{3}
\]

At the edge of the stopband, \( \omega = \omega_s \):

\[
A(\omega_s) = -20\log(\frac{1}{\sqrt{1 + (\omega_s / \omega_p)^{2N}}}) \tag{4}
\]

The above equation is used to determine the filter order required, which is the lowest value of \( N \) that yields \( A(\omega_s) \geq A_{MIN} \).

2.2 Wavelet Denoising
The Discrete Wavelet Transform (DWT) of a signal \( x(t) \) which is one-dimensional is computed by convolving it through a series of low and high pass filters. If we denote ‘g’ as the impulse response of a low pass filter and ‘h’ as the impulse response of a high pass filter, then we compute the DWT coefficients as follows:

\[
y_{low}[n] = (x \ast g)[n] = \sum_{k=-\infty}^{\infty} x[k]g[n-k] \tag{5}
\]

\[
y_{high}[n] = (x \ast h)[n] = \sum_{k=-\infty}^{\infty} x[k]h[n-k] \tag{6}
\]

Where we call \( y_{low} \) as the approximation coefficients and \( y_{high} \) as the detail coefficients [13]. Since in each case half the frequencies have been dropped, then half the samples in \( y_{low} \) and \( y_{high} \) can be removed according to Nyquist-Shannon sampling theorem. This process can be repeated taking \( y_{low} \) as the signal, and iteratively splitting it into approximation and detail coefficients [14]. In a case where we treat the signal is a 3-D data cube as shown in Fig -1, each axis which is Axis0 and Axis1 can be treated separately, i.e., we apply the Low Decomposition Filter (Lo_D) and High Decomposition Filter (Hi_D) plus the downsampling (2 ↓ 1) through the Axis0 first, and then repeat this procedure for Axis1.

Fig. 1: One-dimensional wavelet denoising

The one-dimensional wavelet denoising follows the following three steps:

1) One-dimensional signal wavelet decomposition: Selecting a wavelet basis function and to determining the decomposition level \( N \).
2) High-frequency coefficient threshold selection: Each layer from the first layer to layer \( N \), the high-frequency coefficients are used to select a threshold quantification processing.
3) One-dimension wavelet reconstruction: The reconstruction is done according to the low-frequency coefficients of the wavelet decomposition of the layer \( N \) and high-frequency coefficients through quantization processing of the first layer to the layer \( N \).

In the wavelet denoising steps discussed above, the most critical is step 2 viz. how to choose the threshold quantization thresholds and how it is directly related to the quality of the signal denoising [15]. There are three common threshold denoising method: Forced threshold denoising, default threshold denoising, and the soft/hard threshold denoising. In the forced threshold denoising the high-frequency coefficients in the wavelet decomposition structure of all set to zero, although this method is simple and the reconstructed signal is also relatively smooth, after denoising useful components of the signal is lost. The soft/hard threshold denoising with empirical and human subjectivity is very tedious and time-consuming [16]. Due to these disadvantages of the two methods, we have chosen the default threshold denoising in this paper. In this method, the threshold generated by the system is fixed. The coefficient deletion is less than the threshold and then the signal reconstructed and the results are given.

3. RESULTS AND DISCUSSIONS
In this paper, we have considered wrist pulse signals acquired through an instrument called Nadi Tharangini. We have 20 noisy wrist pulse signals which have been acquired from patients.

For our analysis we have considered two cases, one is the simulation case and the other is the actual case. For simulation cases, we have taken noiseless wrist pulse signals, added noise to it and tried to remove it using signal processing techniques. On considering the results of the simulation cases we have applied the denoising techniques used for the simulation of the actual wrist pulse signals.

3.1 Results of denoising of simulated signals using LPF
We have considered a noiseless wrist pulse signals for simulation. This simulation is done by adding a 50 Hz noise (sine wave) to the noiseless wrist pulse signal. Now, this signal has been passed through a Butterworth low pass filter of 5th order and 20 Hz cut-off frequency.
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As we can see in Fig. 2 the 50 Hz noise (sine wave) added was mostly removed using the low pass filter.

For the above filtering, we have calculated mean square error by varying frequency and amplitude. The equation for mean square is given by,

\[
e(n) = \frac{1}{N} \sum_{n=0}^{N-1} [x(n)^2 - y(n)^2]
\]

(7)

Where, \(e(n)\) = mean square error
\(y(n)\) = filtered signal
\(x(n)\) = actual signal
N = number of samples

Table 1: Mean square error of added sine noise

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Amplitude of noise</th>
<th>Mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>10</td>
<td>5485</td>
</tr>
<tr>
<td>2.</td>
<td>25</td>
<td>5720</td>
</tr>
<tr>
<td>3.</td>
<td>50</td>
<td>6610</td>
</tr>
<tr>
<td>4.</td>
<td>75</td>
<td>8126</td>
</tr>
</tbody>
</table>

As we can see in Table-1 the mean square error increases as the amplitude of the noise increases.

We have now added White Gaussian noise. Gaussian noise is generated by a set of randomly generated numbers.

As we can see in Table-2, the mean square error value increases as the power of the Gaussian noise increases.

Table 2: Mean square error of added Gaussian noise

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Gaussian noise power</th>
<th>Mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>10</td>
<td>15172</td>
</tr>
<tr>
<td>2.</td>
<td>20</td>
<td>15193</td>
</tr>
<tr>
<td>3.</td>
<td>30</td>
<td>15220</td>
</tr>
<tr>
<td>4.</td>
<td>40</td>
<td>16799</td>
</tr>
</tbody>
</table>

As we can see in Table 2, the mean square error value increases as the power of the Gaussian noise increases.

3.2 Results of denoising of simulated signals using WT

We have added White Gaussian noise to the wrist pulse signal of 3000 samples. Now we have applied 1-D wavelet transform to the noise added wrist pulse signal.

Table 3: Mean square error of added Gaussian noise simulation of WT

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Gaussian noise power</th>
<th>Mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>10</td>
<td>41.4</td>
</tr>
<tr>
<td>2.</td>
<td>20</td>
<td>141.4</td>
</tr>
<tr>
<td>3.</td>
<td>30</td>
<td>658.7</td>
</tr>
<tr>
<td>4.</td>
<td>40</td>
<td>1154.8</td>
</tr>
</tbody>
</table>

As we can see in Figure 4 the wavelet transform is very effective in removing noise from the wrist pulse signal.

Table 3 shows the mean square error of the wavelet transform. The power of the Gaussian noise is increased and the mean square error is calculated.

Table 4: Comparison of mean square error of LPF and WT

<table>
<thead>
<tr>
<th>Gaussian noise power</th>
<th>Low pass filter</th>
<th>Wavelet transform</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>369.3</td>
<td>41.4</td>
</tr>
<tr>
<td>20</td>
<td>525.9</td>
<td>141.4</td>
</tr>
</tbody>
</table>

From the Table 3 we can say that the mean square error increases as the power of the Gaussian noise increases.

Table 4 shows the comparison between the mean square error of low pass filtering and Wavelet transform.

3.3 Comparison of LPF and WT denoising

Now we have compared the filtering results of low pass filter and wavelet transform. The simulation is done by adding removed. As the Gaussian noise cannot be removed completely by the low pass filter, the square error plot shows high amplitude spikes at different points.
white Gaussian noise to clean wrist pulse signals and filtering them. Figure 5 and Figure 6 shows the simulation using Gaussian noise using a low pass filter and wavelet transform.

3.4 Comparison of LPF and WT of actual signals
As expected from the simulations the higher frequency components were filtered by the low pass filter. This is shown in Figure 7.

4. CONCLUSION
Analyzing the physiological signals like wrist pulse signals becomes difficult if noise components are present. The main objective of this paper is to eliminate noise in wrist pulse signals for better analysis of the pulse signals. The noise removal techniques were implemented and evaluated. The performance of two noise minimization techniques i.e. low pass filtering and wavelet transform were compared using different performance parameters.

In this paper, we have considered simulation and actual cases. For simulation, we have considered noiseless wrist pulse signals upon which noise is added and removed. After verifying the results of the simulation we have implemented this technique on the actual signals.

In our simulations, a low pass filter was able to remove the sine noise added to it. But, it was not satisfactory for the Gaussian noise that was added. Hence we implemented a wavelet transform of the 3rd approximation. Wavelet transform was successful in removing most of the Gaussian noise that was added.

From the experimental results we have concluded that for noise removal in the wrist pulse signal, the wavelet transform technique is the recommended approach as it gives comparatively better results.
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