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Abstract: In this paper, a vigorous attempt has been made to study Hopfield neural network for storing and later recalling of 

random patterns using conventional hebbian learning rule and genetic algorithm. Storing of these patterns in the network is 

done using Hebbian learning rule followed by recalling of these patterns on presentation of distorted input patterns is done 

using both the methods i.e. Hebbian rule and genetic algorithm. The optimal weight matrix obtained is used to generate new 

weight matrices for the efficient recalling of prototype input patterns. Performance evaluation of the network is done on the 

basis of pattern recall with maximum noise present in patterns. The results thus obtained shows that the recall of these random 

patterns is more successful by using a genetic algorithm. 

Keywords: Hopfield Neural Network, Genetic Algorithm, Hebbian Learning Rule, Random Patterns, Pattern Storing and 

Recalling. 

1. INTRODUCTION 

We all human being can recognize our friends easily whom we met a long time ago by just recalling a pertinent information about 

them. Numbers of examples demonstrate that a human brain can learn, understand and remember certain things partially, completely 

and not at all sometimes. As we all know no program yet can compete with the high-level intelligent functions of the human brain 

such as pattern recognition, categorization, and associative memory. 

Artificial neural network or neural network is the network which processes information in a very similar manner to that of the human 

brain. A Neural Network is configured for pattern recognition or data classification, through a learning process.One such part of a 

neural network that deals with pattern storing and recalling is an associative memory. This memory allows its user to specify part 

of pattern or key and retrieve the values associated with that pattern even in the presence of noise. There are two types of associative 

memory in the neural network: auto-associative and hetero-associative. The difference between both memories lies in the there 

retrieved pattern. An auto-associative memory retrieves the same pattern B given an input pattern A, i.e., B = A. On the other hand, 

a hetero-associative memory retrieves the stored pattern B given an input pattern A such that B¹A. 

A Hopfield neural network (HNN) is a simple recurrent type artificial neural network in which certain memories or patterns are 

stored in a very similar manner to that of the brain. John Hopfield proposed this model in early 1980. The Hopfield model is a type 

of auto-associative memory model. Even if some of the interconnections of nodes get changed, the recalled pattern is not badly 

corrupted, the network even though respond with the best result and this is all because of the stability of the system. 

2. LITERATURE REVIEW 

Over the past, various studies have been done to obtain an intelligent computer -simulation model that have same information 

processing capability to that of the human brain. Symbolic processing, fuzzy approach and artificial neural network are some of the 

major areas that include these approaches. From the previous studies, we found that among all the approaches, the associative 

memory is one of the best paradigms that best reflect the intention of emulating the associative nature of the human brain. Because 

of this reason, during the last years these memories have been widely studied, although many expressive paradigms have emerged, 

in many application fields, these memories show an advantage to others. 
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The Hopfield neural network (HNN) consists of n totally coupled units. In this network each unit is connected to all other units 

except itself. The connection between unit i and unit j is same as unit j and unit i as the weight wij is equal to weight wji, therefore 

the network is symmetrical and hence we interpret that there is a single bidirectional connection between both the units. Since there 

is no connection to itself of each state so it avoids the permanent feedback of its own state value. The network can provide the best 

result and the recalled memory is not badly corrupted even though some of the nodes (neurons) connections are disturbed. This 

network solves the problem of pattern storage and pattern recalls i.e. if we store a new pattern the model will return a pattern that 

closely resembles the new one from the set of stored patterns. For determining the weights of HNN which is an auto-associative 

neural network the most common and the simplest method is the Hebb rule [23]. The Hebb rule will provide the correct weights, 

and the response of the net, when tested with one of the training vectors, will be a perfect recall, if the input vectors are orthogonal 

i.e. uncorrelated but if the input vectors are not orthogonal, a portion of each of the target values will be included in the response. 

This method is called as cross talk. 

 

The proposed stable pattern/memories are energy minima of Hopfield neural net. This type of network mostly gets trapped in non-

optimal local minima close to the starting point, which is not desired. One of the most common problems with Hopfield network is 

that they settle in local minima, but for building a content addressable memory having local minima is good. The convergence to 

one of the stored pattern is not sure, but they are guaranteed to converge to local minima. As Hopfield network settles into the stable 

state via a completely disturbed algorithm that is why they cannot find a global solution. For searching global minima an 

evolutionary algorithm can be adopted and thereby reducing the problem of false minima. One of such evolutionary algorithm is a 

genetic algorithm which has been traditionally used in optimization [5&14]. In this, a random initial problem is generated for 

individuals, each of which represents a potential solution to a problem. In a problem, every member of the population's fitness as a 

solution is evaluated against some known criteria. Based upon the fitness of members, they are selected for reproduction from the 

off-springs of fit individuals a new generation of a potential solution is generated. Until the population converges to an acceptable 

solution this process of evaluation, selection and recombination are iterated. 

 

Compression, approximation, steering are some of the techniques which use Hopfield neural network, but among all these Hopfield 

neural networks is commonly used for pattern recognition. In past literature work, we found that Hopfield neural network has been 

used for recognition of images, letters, alphabets, numerals, etc. for any distorted or disrupted pattern for already stored input patterns 

[4&31]. Hopfield neural network technique also found its application in the field of password authentication. Hopfield neural 

network overcomes the shortcomings of existing layered neural network system such as recall approximation and long training time 

and gives better accuracy and quick response time for password changes and registration [32]. 

 

In literature, a lot of work could be found [24-27] regarding using a genetic algorithm for evolution in the neural network. In a 

neural network, evolution has been introduced in three levels- architecture, connections, weights and learning rules. The present 

research focuses on exploring the evolution at connection weight levels. Previous work that focuses upon Hopfield neural network 

for the evolution of connection weights using GA has been found [28] and [17-18&29]. Interestingly, much of the references in 

literature is not found that focuses on using an evolutionary algorithm to train the network and then to retrieve the corrupted version 

of it. Handwritten character recognition is one of the common tasks realized by neural networks. In present work, an attempt is made 

by using a genetic algorithm to implement the evolution of weight matrices for both training and recall purpose simultaneously. The 

randomness from GA is minimized because it starts from the approximate optimum solution, instead of starting from the random 

solution; this is the main advantage of this approach. This is why the process of recall is more efficient and has relatively better 

error correction capability. 

 

In the year 1997, Imadaet. al. proposed the application of evolutionary computation (genetic algorithm) to Hopfield neural network 

and found that using ternary chromosomes, both random weight matrix and over-loaded Hebbian weight matrix were successfully 

evolved [7]. Later, in the same year [8] they used a real encoded genetic algorithm to evolve random synaptic weights to store some 

number of patterns as an associative memory. Similar work related to use of Hopfield neural network can be found in [15, 17, 24 & 

26]. In last recent year, we found that genetic algorithm is implemented to gradually develop the population of weight matrices for 

storing and recalling of patterns in HNN model and concluded that among all searching techniques for noisy input patterns genetic 

algorithm provides a better result than conventional Hebbian rule [28 & 29]. Then in the year 2011, Tomoya Shima and other author 

proposed partitioned Hopfield Neural Network (PHNN) to realize the memory mechanism of the human brain [34]. Another paper 

describing the storing and recalling of some prototype input patterns using genetic algorithm has been found [35] and the result was 

concluded that the recalls of the pattern are more successful in Hopfield neural network if the evolution of weight matrices is applied 

also for training purpose. We found in the later stages, Hopfield neural network of associative memory is used for storing and 

recalling of various types of input patterns and by using a different algorithm, the comparison between these algorithm has also 

been made to find the best algorithm [32 & 36-37].  

 

3. METHODOLOGY 

In this section, the experiment used to evaluate the performance of Hopfield neural network in the presence of Genetic Algorithm 

has been described for the set of input patterns taken into consideration for storing and recalling purpose.Herein this experiment, 

the Hebbian learning rule is used to store the patterns in the Hopfield neural network and two different algorithms, i.e. the Hebbian 

rule and the genetic algorithm, are used for recalling the patterns. 

 

The model is implemented using MATLAB toolbox and command line coding procedure. Symmetric Hopfield Neural Network 

model consisting of various numbers of nodes is created. For training purpose, a set of 15 random patterns is generated for the 

experiment on a grid of 7x5 i.e. size 35 using bipolar values ‘+1’ for black and ‘-1’ for white. Using bipolar values the set of random 
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patterns considered is represented in the form of series. The induction of noise is done by randomly flipping the bits in these patterns 

for recall purpose. The result of thus performed simulations has been tabulated and presented. 

3.1. Hopfield Neural Network (HNN) 

A Hopfield network is single-layered and recurrent network introduced by John Hopfield in the year 1982. In this network, the 

neurons are fully connected means each neuron in the network is connected to every other neuron. There is the connectivity weight 

wij, between two given neuron i and j which is symmetric i.e. wij = wji with no self-connectivity i.e.  wii = 0. 

 

Updating Rule 

 Assume N neurons = 1,…, N with values xi = ±1. 

 For the node i, the update rule is given by: 

 

                        If hi ←0 then 1 ← xi otherwise 1←xi 

 

         Where hi = ∑N
j=1  wijxi + bi , called the field at i, with bi ϵ R a  

bias. 

 Thus, xi ← sgn(hi), where sgn(r) = 1 if r  ≥ 0, and sgn(r) = -1 if r < 0. 

 We put bi = 0 for simplicity as it makes no difference to training the network with random patterns. 

 We therefore assume hi = ∑N
j=1wijxj . 

  Now two ways are there to update the nodes: 

 Asynchronously: At each point in time, one node is updated which is chosen according to some rule or randomly. 

 Synchronously: Every time, update all nodes together. 

 

 Biologically more realistic is asynchronous updating. 

 

3.2. Hebbian Learning Rule 

Hebbian learning rule was introduced by Donald Hebb in the year 1949 in his book ‘The Organization of Behaviour’.The theory is 

also referred Hebb's postulate, Hebb's rule and cell assembly theory specifies how much the weight of the connection between two 

units should be increased or decreased in proportion to the product of their activation. This rule works well for the input patterns 

that are orthogonal or uncorrelated. 

 

Hebb’s principle can be described a method of determining how to alter the weights between model neurons. The two neurons when 

activated simultaneously then weight between them increases and if the neurons activate separately then weight between them 

decreases.  

The formulaic description of Hebbian learning rule: 

wij = xixj 

Where wij represents weight of the connection from neuron j to neuron i and xi, the input to neuron i. 

Another formulaic description is: 

 

 

 

 

Where n is the number of neurons and m is the number of training patterns. 

 

3.3. Genetic Algorithm 

A Genetic algorithm is a search technique to optimization and search problem to find the true or approximate solution.Commonly, 

the genetic algorithm works by creating a population with the group of individuals that are created randomly. Then the individuals 

in the population are evaluated. Then programmer provides the evaluation function and based on their performance the score is 

given to individuals. Based on the fitness value two individuals with higher fitness are selected, higher the fitness, the higher the 

chances of being selected. Reproduction of these individuals takes place to create one or more offspring, after which the offspring 

are mutated randomly. Depending on the needs of the programmer, the process continues until a suitable solution has been found 

or a certain number of generations have passed. 

 

Following are the five main phases in GA algorithm: 

a) Initialization- Create initial population. 

b) Selection- Each member is then evaluated and we calculate a ‘fitness’ for that individual. 

c) Crossover- Selection helps to keep the best individual in population by discarding the bad once. 

d) Mutation- New individuals are created by combining aspects of selected individual. 

e) Termination- Create new individual by making small changes at random to initial individual. 

 

PSEUDO CODE OF THE PROCEDURE: 

a) Set of 15 random patterns is presented and is stored in the network. 
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b) The parent weight matrix is determined for storing the input patterns. 

c) By using the population generation technique new weight matrices are generated from the parent weight matrix. 

d) By using crossover and mutation method the next generation of weight matrices is obtained. 

e) Until the optimal solution is found the cycle of generating the new weight matrices with improved individual and restarting 

the search is repeated. 

4. RESULT AND DISCUSSION 

The results were demonstrated in this section, shows the significant difference between the performance of recalling success rate of 

genetic algorithm and conventional Hebbian rule for the random patterns with that have been stored in Hopfield neural network 

using Hebbian learning rule. From these results we concluded, for all cases recalling of any approximate random pattern through 

genetic algorithm outperformed the recalling of the same patterns through conventional Hebbian rule. With the evolution of weight 

matrices, the patterns are stored in the network and the recalling has been made by inducing error in the original input pattern, 

induction of noise is done by randomly flipping bits at different positions.  

 

Table 2 below represent the results for recalling of stored input patterns for zero bit error i.e. when there is no noise induced in the 

original input patterns. The recalling for each pattern is done separately constituting 1000 runs using both the algorithms that include 

Hebbian rule and genetic algorithm. 

 

Table 3, 4 and 5 below represents the results for recalling of the corresponding stored input patterns while these patterns are 

presented with the induction of noise. In the already stored input pattern, the noise was induced by flipping 1 bit, 2 bits, and 3 bits 

respectively. The bit/bits to be flipped to create noise in the patterns are randomly selected. 

 

 

Table 1: Results of recalling of patterns when there no errors in the input patterns 

 

No. of PATTERNS Recalling success in (%)  

 Hebbian rule GA 

PATTERN 1 35 95 

PATTERN 2 32 81 

PATTERN 3 23 88 

PATTERN 4 21 85 

PATTERN 5 25 83 

PATTERN 6 27 87 

PATTERN 7 21 80 

PATTERN 8 22 82 

PATTERN 9 24 77 

PATTERN 10 19 75 

PATTERN 11 17 79 

PATTERN 12 29 93 

PATTERN 13 30 76 

PATTERN 14 22 94 

PATTERN 15 26 91 
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Fig 1: Graph representing the recalling accuracy of patterns in (%)  

where there is no noise induction 

 

Table 2: Results of recalling of patterns when there 1-bit errors in the input patterns 

 

No. of PATTERNS Recalling success in (%)  

 Hebbian rule GA 

PATTERN 1 4 23 

PATTERN 2 2 17 

PATTERN 3 2 18 

PATTERN 4 2 21 

PATTERN 5 3 16 

PATTERN 6 5 20 

PATTERN 7 3 17 

PATTERN 8 2 19 

PATTERN 9 4 15 

PATTERN 10 2 15 

PATTERN 11 2 16 

PATTERN 12 5 21 

PATTERN 13 4 14 

PATTERN 14 3 22 

PATTERN 15 4 16 

 

Fig 2: Graph representing the recalling accuracy of patterns in (%) where there is 1-bit noise induction 

 

 
No. of patterns 

 

 

0

10

20

30

40

50

60

70

80

90

100

hebbian recall in %

 GA recall in %

0

5

10

15

20

25

hebbian recall in
%

GA recall in %

file:///C:/Users/omak/Downloads/www.IJARIIT.com


Gangwar Srishti, Singh T. P., International Journal of Advance Research, Ideas and Innovations in Technology.  

 

 

© 2017, www.IJARIIT.com All Rights Reserved                                                                                                         Page | 965 

Table 3: Results of recalling of patterns when there 2 bits errors in the input patterns 

 

No. of PATTERNS Recalling success in (%)  

 Hebbian rule GA 

PATTERN 1 0 3 

PATTERN 2 0 2 

PATTERN 3 0 1 

PATTERN 4 0 2 

PATTERN 5 0 2 

PATTERN 6 1 4 

PATTERN 7 0 3 

PATTERN 8 0 3 

PATTERN 9 0 2 

PATTERN 10 0 2 

PATTERN 11 0 2 

PATTERN 12 0 3 

PATTERN 13 1 3 

PATTERN 14 0 2 

PATTERN 15 0 2 

 

 

 

 
No. of patterns 

 

 
Fig 3: Graph representing the recalling accuracy of patterns in (%) where there is 2-bit noise induction 

 

 

 CONCLUSION 

In this thesis work, from the above results, we concluded that the results obtained from genetic algorithm are far better than that of 

the Hebbian rule. For the taken set of input patterns containing 0, 1 and 2 bits errors, the recalling success rate of is genetic algorithm 

is much more than the Hebbian rule for the stored patterns in Hopfield neural network. The performance of GA is less than what 

was expected to be. One most common reason for this deviation in the results of GA may be the position(s) of bits reverted for the 

induction of noise in the recalling pattern. 

 

For recalling the exact pattern on presentation of any prototype input pattern of already stored pattern, it is possible to obtain more 

than one weight matrices as optimal weight matrices from the generated set of weight matrices. The aim of this experiment is to 

provide an alternative approach for solving a pattern association problem. This concept for pattern recognition can be applied in 

different cases like for alphabets, objects, shapes, overlapped alphabets, etc.  
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