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Abstract: In suspicion, characteristic dialect handling is an exceptionally brilliant strategy for the human-PC interface. 

Regular dialect grateful is once in a while alludes to as an Artificial Intelligence-whole issue since normal dialect 

distinguishing proof appears to include wide learning about the outside world and the capacity to control it. NLP has vital have 

regular qualities with the field of computational semantics and is frequently viewed as a sub-field of computerized reasoning. 

In this paper working two learning approaches knn and support vector machine (SVM) yet SVM gives importance great 

exactness, accuracy, review than KNN, SVC.   
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I. INTRODUCTION 

Natural Language Processing (NLP) is defined as a field of computer science and linguistics which is concerned with the 

interactions between computers and human (natural) languages. In assumption, natural-language processing is a very smart 

method of the human-computer interface. Natural-language appreciative is sometimes refers to as an Artificial Intelligence-entire 

problem because natural-language identification seems to involve broad knowledge about the outside world and the ability to 

manipulate it. NLP has important have common characteristics with the field of computational linguistics and is often considered 

a sub-field of artificial intelligence. 

 

Text mining is also recognized as data mining, refers to the procedure of deriving high worth information from text. The principle 

of data mining is a progression of raw and unstructured information; take out meaningful information from text.  It generally 

involves the method of structuring the contribution text, deriving patterns contained by the structured data, and in conclusion 

evaluation and analysis of the output. 

In text mining process, initializing with the gathering of documents, a tool extract the particular information or document and 

preprocess it. Then it comes to the next phase i.e. text analysis phase, where sometimes technique used is repeated until the 

relevant information is extracted. Text mining and data mining are similar except the data mining tools which organize the 

structured data from the databases only whereas text mining extract information from semi-structured and structured datasets such 

as HTML files, e-mails etc. therefore text mining is better option to handle or organize online data for companies. 

Text Clustering (or Document Clustering) is defined as a procedure of cluster analysis to textual documents. It has a function in 

automatic document association, topic extraction, and fast information recovery. Text clustering is typically measured to be a 

centralized method. Text clustering consists of web document clustering for search users is an example of text clustering. The text 

clustering can be of two types, online and offline. Online are generally controlled by efficiency problems when compared to 

offline applications. 

 

The foundation of text categorization goes back to early 60’s, but it became a major subfield in the early 90’s. In the late 90’s 

machine learning approaches were effectively useful for categorization of text. In 1998 SVM technique was used for 

categorization of text. In 1999 Maximum Entropy models were applied. In 1999 EM algorithm was also proposed by McCallum 

to train a hybrid model. In 2000 Multi-label classification is investigated of multiple topics and AdaBoost was used to enhance the 

multi-labels classification. In 2005 Maximum Entropy models were extended to a new version multi-labeled Max Entropy Models 

for text classification. Content-based document management tasks had gained a major role in the information system field in last 

ten years (2006-2015), due to the increased availability of documents. 

file:///C:/Users/omak/Downloads/www.IJARIIT.com
file:///C:/Users/omak/Downloads/www.ijariit.com
mailto:Gurvir.kaur1990@gmail.com
mailto:parvinderkaurcse@sus.edu.in


Kaur Gurvir, Kaur Er. Parvinder., International Journal of Advance research , Ideas and Innovations in Technology. 

 

 

© 2017, www.IJARIIT.com All Rights Reserved                                                                                                        Page | 1015 

With the fast development of online information efficient recovery of several exacting information is complicated without 

excellent indexing and summarization of document content. To handle and organize the huge text collection, Text Classification 

may be the solution in text mining. Text Classification, also known as text categorization, is defined as the task of defining 

unlabeled documents into predefined classes automatically. 

 

II. LITERATURE REVIEW 

Wen Zhanget.al [1]: - In this paper author describes two tasks of text representation i.e. term weighting and indexing. In this 

paper author also have done a comparison of three methods (TF-IDF, LSI, multi-word) for text representations. In this paper, two 

documents i.e. Chinese and English are used to evaluate the text representations method for text classification. The main objective 

of this paper is to study the efficiency and effectiveness of different text representation methods. For text representation, two main 

tasks are indexing which is mainly concerned with statistical and semantic quality and weighting which is mainly concerned with 

term frequency (TF) and inverse document frequency (IDF). 

VishwanathBijalwanet.al [2]: - In this paper, KNN based learning approach is used for text categorization. Text categorization is 

the task of automatically allocating unlabeled documents into predefined categories. If a document or text belongs to exactly one 

class or category, it is known as single-label classification task and if a document or text belongs to more than one or more class 

or category, it is known as a multi-label classification task. The author firstly classifies the documents using KNN based machine 

learning approach and then compared with Naïve Bayes and Term-graph approach by returning the most relevant documents. In 

this paper, the author concludes that KNN shows the maximum accuracy as compared to the Naive Bayes and Term-Graph. 

Aixin Sunet.al [3]: -In this paper, the author purposed a simple, scalable and non-parametric approach for short text classification. 

In general short texts are much nosier, shorter and sparser therefore to improve short text representation author proposed to trim a 

short text categorization. This approach mimics human classification process for a piece of short text like tweets, status updates, 

and comments. It selects the representative words from a given short text as query words. After that, it searches for a set of labeled 

text those best matches the query words. The author has used four approaches and is evaluated to select the query words: TF, 

TF.IDF, TF.CLARITY and TF.IDF.CLARITY. The proposed approach achieves accuracy with the baseline Maximum Entropy 

classifier. Experimental results show that TF.CLARITY performs effectively when three or more words are used in a query 

whereas TF.IDF.CLARITY performs well when one word is used in a query. The improvement becomes very minor when more 

than five words are used in a query. 

Mengen Chenet.al [4]: - In this paper, short text classification is optimized by learning multi-granularity topics. Author has 

proposed a new algorithm using multi-granularity to create features for short text. Due to sparsity and shortness of short text, it is 

different from usual documents. Two major approaches used for short text classification to improve the representation of short 

text are:- 

 i) Fetch the appropriate information of short text to directly add more text. 

ii) Drive latent topics from existing large corpus.  

TanmayBasuet.al [5]: - Text classification is a difficult task due to its high dimensionality of data. Therefore, efficient method 

for feature selection is required to improve the performance of text classification. This paper presents a new feature selection 

method for text classification using supervised term selection approach. In this paper TS (term significance) a feature selection 

technique is compared with CHI, IG & MI. The proposed approach derives a similarity score between a term and a class and then 

ranks the terms according to their scores over all the classes. The experimental results show that the proposed TS can produce 

better classification accuracy even after removing 90% unique terms. 

 

METHODOLOGY 

 

1. First preprocess the documents and text documents by split the sentences, tokenization, remove stop words and to find the 

frequent words. 

2. Find the weight by using TF-IDF (Term frequency- inverse document frequency). 

3. Next, make the Vector Space Model  

4. After that features can be labeled with classes on the other hand in the text document features cannot be labeled with classes. 

5. In Machine, learning part apply SVM-RBF (Support Vector Model-Radial Basis Function) algorithm on each class. 

6. SVM-RBF Model can be implemented by using the algorithm. 

7. In the Analysis, phase verifies that the result which can be given by SVM-RBF Model can be accurate, precision or recall. 
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III. SSRESULTS AND DISCUSSIONS 

 

Table and Graphs 

Analysis the text classification on the basis of precision, recall, and accuracy, In the analysis we make different table and graph for 

precision, recall and accuracy for K-mean clustering and SVM RBF Kernel 

Comparison 
The conclusion of above experiment SVM-RBF Kernel better texts classification on the basis of precision, recall, and accuracy. 

Table no.4: Result Table for Comparison between SVC and SVM-RBF Kernel 

 

Training 

Instance 

 

Precision 

(Linear svc) 

 

Precision 

(SVM-RBF 

Kernel) 

 

Recall 

(Linear SVC) 

 

Recall 

(SVM-

RBF 

Kernel) 

 

Accuracy 

(Linear SVC) 

 

Accuracy 

(SVM-RBF 

Kernel) 

 

60 87.75 93 88.5 94.25 93.25 96.25 

65 88.25 93.5 89 94.5 94 96.5 

70 87.5 95.25 88.5 96 93.5 97.25 

75 86.5 96 88 96.5 93.25 97.87 

80 87.25 97.5 89 97.5 93.25 98.5 

85 85.5 97.5 87.75 97.5 92.75 98.5 

90 86.25 98.75 87.5 98.75 92.75 99 
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Figure: Comparison Result Graph between SVC, KNN and SVM-RBF Kernel 

 

 

 CONCLUSIONS 

Above tables show the best result for best two algorithms k-mean and SVM.   Considering the low false positive ratio knn 

performs well as it is easier to implement and has low running time but has less accuracy than Linear SVM. Hence we conclude 

that optimization methods perform well and show better results than other classifiers. We enhance this work by using a Graphical 

model like a conditional random field, hidden markov field which shows the dependency between the features in text 

classification. We can also use Kernel function for reducing the processing time and error of overlapping information in text 

classification. The discriminative approaches make assumptions of their own that are subject to violations. 
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