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Abstract: Multiprocessing is the ability of a system to support more than one processor and the ability to allocate tasks between them. The main advantage of using multiprocessor system is to get more work done in shorter period of time. To improve the efficiency of CPU, we do scheduling by the use of genetic algorithms. Genetic algorithms are powerful and widely applicable stochastic search and optimization methods based on the concepts of natural selection and natural evaluation. Simulated annealing is a generic probabilistic metaheuristic for the worldwide optimization issue of finding a great approximation into the global optimum of a given function. In this paper, efficient genetic algorithm and simulated annealing have been proposed for solving the problem of CPU scheduling. The operator which are used for implementing the genetic algorithm such as real value encoding for encoding, Roulette wheel method is used for selection, Uniform crossover operator is used for crossover, interchange for mutation.
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I. INTRODUCTION

Multiprocessing is the coordinated processing of programs by more than one computer processor. Multiprocessing is a general term that can mean the dynamic assignment of a program to one of two or more computers working in tandem or can involve multiple computers working on the same program at the same time (in parallel). The optimal rehearse of processors is also expected. After extra optimal task arranging in multiprocessors arrangements is NP-complete, that is, discovering optimal arranging of task for multiprocessor is era consuming. These delineate the setback of task arranging on multiprocessor arrangements to allocate a set of tasks to processors such that the optimal rehearse of processors and acceded computational era for arranging algorithm are obtained. Genetic algorithm, an evolutionary algorithm can be used to find out near optimal solution. To compare the performance of our algorithm, we have also implemented another scheduling algorithm HEFT which is a heuristic algorithm.

II. SCHEDULING

Process scheduling is an essential part of a multiprogramming operating system. Such operating system allow more than one process to be loaded into executable memory at a time and loaded process shares the CPU. CPU scheduling is a process which allows one process to use the CPU while the execution of another process is on hold (in waiting state) due to unavailability of any resource like I/O etc, thereby making full use of CPU. The aim of CPU scheduling is to make the...
System efficient, fast and fair. The target of arranging is to allocate resources to the tasks such that one or supplementary aims are optimized. Arranging becomes a vital concern afterward resources are manipulated and demand to be utilized to finish countless contesting tasks efficiently.

Single machine scheduling

Single machine scheduling is the process of assigning a group of task to a single machine or resource. The task are arranged so that one or many performance measures may be optimized. The single machine scheduling problem involves scheduling a set of tasks to a single resource. This is accomplished by determining a sequence that includes each task, and then assigning the tasks to the resource. Each task can be given a priority, ready time, processing time and due date. The value of the performance measures can be computed based on this information and the sequence of tasks. This problem grows in complexity at an exponential rate as the number of tasks to be scheduled increases.

Parallel machine scheduling

Parallel machine scheduling involves scheduling a set of tasks on two or more machines that work in parallel with each other. The mechanisms present identical procedures and could or could not work at the alike pace. An example layout is shown in Figure 1-2 – Parallel Contraption Layout. In this kind of setback, the tasks are allocated to whichever contraption for processing, and flow amid mechanisms is not allowed.

Flow shop scheduling

A flow shop scheduling problem consists of two or more machines and a set of tasks that must be processed on each of these machines. This arrangement is called a flow shop because products flow along a specific unidirectional path. Each product must be processed on each machine in the same order e.g. 1st - machine 1, 2nd - machine 2, ..., nth – machine m. The processing times for each job can vary from machine to machine and the processing times on each machine can vary from job to job.

Manufacturing Cell Scheduling

Manufacturing cell scheduling consists of a set of jobs that are grouped into part families and a set of machines that are grouped into machine cells. These part families are based on production similarities; that is, the number of operations that are performed using the same machines. The machines in the system are then grouped into cells based on the part families. Some of the Advantages of manufacturing cells include increased product variety, increased machine utilization, and reduced rework. Scheduling can be done based on the machine cell and the part family information.

Job shop scheduling

A job shop consists of two or more machines that perform specific operations, and a set of tasks that must be processed on some or all of these machines. Unlike the flow shop problem, there is no fixed path that products must follow through the system therefore the order of operations is not fixed. This type of layout is typically used when product variety is high and product volume is low.
III. GENETIC ALGORITHM

Genetic algorithm belong to the larger class of evolutionary algorithm (EA), which generate solutions to optimization problem using techniques inspired by natural evolution, such as inheritance, mutation, selection and crossover. The evolution usually starts from a population of randomly generated individuals, and is an iterative process, with the population in each iteration called a generation. In each generation, the fitness of every individual in the population is evaluated; the fitness is usually the value of the objective function in the optimization problem being solved. The more fit individuals are stochastically selected from the current population, and each individual’s genome is modified to form a new generation. The new generation of candidate solution is then used in the next generation of the algorithm. Commonly, the algorithm terminates when either a maximum number of generations has been produced, or a satisfactory fitness level has been reached for the population.

How genetic algorithm works?

Genetic algorithm is started with a set of solutions (represented by chromosomes) called population. Solutions from one population are taken and used to form a new population. This is motivated by a hope, that the new population will be better than the old one. Solutions which are selected to form new solutions (offspring) are selected according to their fitness – the more suitable they are the more chances they have to reproduce. This is repeated until some condition is satisfied. The general structure of the Genetic algorithms is as follow:

![Flow chart of an Efficient Genetic algorithm](image)

Fig 2: Flow chart of an Efficient Genetic algorithm

IV. GENETIC ALGORITHM OPERATOR

There are three basic genetic algorithms operators which are selection, crossover and mutation. The two operator’s mutation and crossover are work together to explore and exploit the search space by creating new variants in the chromosomes.

A. Selection

Selection operators give preference to better solutions (chromosomes), allowing them to pass on their ‘genes’ to the next generation of the algorithm. The best solutions are determined using some form of objective function (also known as a ‘fitness function’ in genetic algorithms), before being passed to the crossover operator. Different methods for choosing the best solution exist, for
example roulette wheel selection, fitness proportionate selection, different methods may choose different solutions are being ‘best’. The selection operator may also simply pass the best solutions from the current generation directly to the next generation without being mutated; this is called elitist selection.

B. Crossover
Crossover is the process of taking more than one parent solutions (chromosomes) and producing a child solution from them. By recombining portions of good solutions, the genetic algorithm is more likely to create a better solution. The chromosome method is often representation of the solution; this may become particularly important when variables are grouped together as building blocks, which might be disrupted by a non- respectful crossover operator.

C. Mutation
The mutation operator encourages genetic diversity amongst solutions and attempts to prevent the genetic algorithm converging to a local minimum by stopping the solutions becoming too close to one another. In mutating the current pool of solutions, a given solution may change entirely from the previous solution. By mutating the solutions, a genetic algorithm can reach an improved solution through the mutation operator.

V. SIMULATED ANNEALING

Simulated annealing is a probabilistic technique for approximating the global optimum of a given function. Specifically, it is a metaheuristic to approximate global optimization in a large search space. It is often used when the search space is discrete. For problems where finding the precise global optimum is less important than finding an acceptable local optimum in a fixed amount of time, simulated annealing may be preferable to alternatives such as brute –force search or gradient descent. Simulated annealing interprets slow cooling as a slow decrease in the probability of accepting worse solutions as it explores the solution space. Accepting worse solutions is a fundamental property of metaheuristics because it allows for a more extensive search for the optimal solution. The name and inspiration of the algorithm demand an interesting feature related to the temperature variation to be embedded in the operational characteristics of the algorithm. This necessitates a gradual reduction of the temperature as the simulation proceeds.

The algorithm starts initially with $T$ set to a high value (or infinity), and then it is decreased at each step following some annealing schedule—which may be specified by the user, but must end with $T = 0$ towards the end of the allotted time budget. In this way, the system is expected to wander initially towards a broad region of the search space containing good solutions, ignoring small features of the energy function; then drift towards low-energy regions that become narrower and narrower; and finally move downhill according to the steepest descent heuristic.

Example illustrating the effect of cooling schedule on the performance of simulated annealing. The problem is to rearrange the pixels of an image so as to minimize a certain potential energy function, which causes similar colours to attract at short range and repel at a slightly larger distance. The elementary moves swap two adjacent pixels. These images were obtained with a fast cooling schedule (left) and a slow cooling schedule (right), producing results similar to amorphous and crystalline solids, respectively.
VI. RESULT AND ANALYSIS

Fig 3: Average Waiting time for Round Robin Algorithm

This output displays that the Multilevel Queue Algorithm is run for 10 number of iteration. The bars display the average staying time. At every single iteration we are rising the number of processes. Next design them and computing the average staying period. In this we are implementing the multi level queue at two levels. At first level the processes are schedule with first come first serve and second level with round robin then calculating the average waiting time of these two.

Fig 4: Average Waiting Time for Genetic Algorithm

This output displays that the GA algorithm is run for 20 number of iteration. The bars display the average staying time. At every single iteration we are rising the number of processes. Next design them and computing the average staying time. In this genetic algorithm we are employing disparate kind of operator.
Fig 5: Best Solution and individual in Simulated Annealed Genetic Algorithm

Fig 6: Average Waiting Time for Simulated Genetic Algorithm

Fig 7: Overall Comparison of Various Policies with respect to Iterations
VII. CONCLUSION AND FUTURE WORK

In this dissertation we are implementing three algorithms for CPU arranging such as genetic algorithm, round robin algorithm, and Simulated Genetic Algorithm. In this we are contrasting the consequence of these alongside every single supplementary and discovered that the presentation of the simulated annealed genetic is best among these two. In this implementation the procedures are rise by five at every single time. The new representation has primarily been tested on a data to assess its effectiveness. The simulation aftermath clearly display that the counselled way is able to find optimized solution. In this we are implementing the multilevel queue with two queues. So in future we can increase the number of queues with different level of priority. In this at each iteration five numbers of processes are increase, so we can change this factor. The performance of simulated genetic is best between RR, GA, so we can compare this with other scheduling algorithm.
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